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RESUMEN

¿Sigue habiendo esperanzas para una tecnología basada en grafeno? Es-

tudiando el grafeno real con defectos.

El grafeno ha suscitado mucho interés en los últimos años. Su síntesis

en un laboratorio de Manchester por Novoselov y Geim fue el pistoletazo

de salida hacia la carrera por controlar sus extraordinarias propiedades

debidas a su naturaleza bidimensional y la dispersión lineal de sus esta-

dos electrónicos alrededor del nivel de Fermi. Trás la alegría inicial de

la comunidad científica, algunas voces decepcionadas clamaban que el

grafeno no era tan especial como se esperaba. Un ejemplo paradigmático

de ello, aunque no es objeto de estudio en esta tesis, es la ausencia de una

banda prohibida, necesaria para su aplicación como sustitutivo del silicio

en transistores tradicionales.

Hay que tener en cuenta que las propiedades del grafeno prístino son

muy diferentes de las que podemos encontrar en una muestra común en el

laboratorio. En un entorno realista hay que contar con cómo este material

se ve afectado por defectos o distorsiones de la red, cómo se comporta en

la cercanía de bordes o contactos con otros materiales o cómo afecta el

sustrato en el que se ha crecido a sus propiedades. Estos y otros medios

de alterar las propiedades del grafeno ideal, lejos de ser un obstáculo o

inconveniente, representan una oportunidad de modular espacialmente

sus propiedades electrónicas y de ajustar su respuesta mecánica. Con esta

idea en mente, en esta tesis: (i) caracterizamos los contactos entre grafeno
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y platino que aparecen naturalmente en los escalones de este metal al

crecer grafeno en su superficie, (ii) estudiamos la influencia tanto en las

propiedades magnéticas como mecánicas de la presencia de defectos pun-

tuales en grafeno y, finalmente, (iii) analizamos el mecanismo de formación

de monocapas autoensambladas (SAMs) de moléculas sencillas en grafeno

–sistemas poco interactuantes– a través del balance energético entre las

interacciones molécula-sustrato e intermolecular. Para ello, en esta tesis se

han realizado cálculos de de primeros principios basados en la teoría del

funcional de la densidad (DFT ) en estas tres líneas de investigación que a

continuación describimos con más detalle.

En la primera de ellas, aprovechamos los primeros experimentos, real-

izados con microscopía de efecto túnel (STM), que consiguen información

a escala atómica sobre la caracterización de la estructura de contactos

metal-grafeno en escalones de Pt(111) para estudiar sus propiedades. Us-

ando la periodicidad lateral que revelan los experimentos como dato, de-

terminamos la estructura del contacto y analizamos cómo los estados de

borde del grafeno se modifican por la presencia del metal y como se deslo-

calizan a través de los átomos metálicos en el contacto. La combinación de

experimentos y simulaciones STM más allá de la aproximación de Tersoff-

Hamman usual nos permite identificar un estado electrónico asociado al

borde del grafeno y que está localizado en una de las subredes de grafeno

que aparece justo en el contacto. Además analizamos la estructura de

ese contacto y, en particular, como se modifican los estados de borde del

grafeno por la presencia del metal sobreviviendo al contacto y transmi-

tiéndose incluso a la primera fila de átomos del metal. El confinamiento

tanto en energía como en espacio real de este estado esencialmente uni-

dimensional lo hace un candidato adecuado para el diseño de nanohilos

multicanal. También estudiamos como la estructura de la interfase entre

el grafeno y el metal está relacionada con la frecuencia con la que cier-

tos patrones de Moiré que aparecen durante el crecimiento del grafeno,
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demostrando que no sólo influye la estabilidad intrínseca que dicta el mis-

match entre redes sino también qué geometría u orientación fomentan los

escalones de metal que es donde principalmente comienza la nucleación

de la lámina de grafeno. Con este estudio hemos contribuido a entender las

propiedades de los contactos entre grafeno y metales cuya caracterización

es imprescindible para el desarrollo de tecnologías de precisión atómica

basadas en el grafeno.

En segundo lugar estudiamos las propiedades tanto mecánicas como

electrónicas de monovacantes en grafeno a través de simulaciones ab

initio de gran escala. Desde el punto de vista electrónico, experimental-

mente se había observado que las láminas de grafeno tienen propiedades

magnéticas. Teóricamente se predijo que las monovacantes podían ser la

explicación de ese magnetismo inducido en el grafeno, pero no estaba bien

entendido el tipo de magnetismo que producen. En la literatura había con-

troversia entre varios trabajos teóricos que predecían distintos valores para

el momento magnético inducido por una monovacante que ni siquiera

las evidencias experimentales habían sido capaces de dilucidar. Mientras

que cálculos DFT basados en clusters predecían un valor de 2 µB, cálculos

análogos en sistemas extendidos afirmaban que era 1 µB. Nuestros cálculos

en sistemas extendidos con tamaños de celda de hasta G(30×30) para los

cuales se emplearon mallas de varios miles de puntos k –lo que convierte

este problema en un reto computacional hasta ahora no atacado– mues-

tran una clara convergencia del momento magnético local inducido por

una pequeña concentración de vacantes –límite diluido– a un valor de 2

µB. En cuanto a las propiedades mecánicas, hay evidencias experimentales

que afirman que se produciría un incremento inesperado de la rigidez del

grafeno en presencia de una baja concentración de vacantes. Sin embargo,

no existía aún un argumento atomístico y fundamental que apoyara estos

resultados. Gracias a nuestros cálculos concluímos que, incluso cuando la

presencia de monovacantes prácticamente no afecta a las deformaciones
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dentro del plano, sí que inducen un campo de tensiones que claramente

amortigua las vibraciones fuera del plano, haciendo que una muestra con

defectos sea más rígida que su versión prístina incluso a temperatura am-

biente. Por tanto, esto no sólo afectaría a la rigidez sino también otras

propiedades mecánicas que dependan de las fluctuaciones fuera del plano.

Por último hemos estudiado la formación de SAMs en sistemas débil-

mente interaccionantes. Hemos considerado la molécula aromática más

sencilla –1,3,5-Triacina (a la que de ahora en adelante nos referiremos sim-

plemente como triacina), un anillo bencénico en el que tres de los átomos

de carbono se han sustituido por nitrógenos– que presenta una interacción

intermolecular considerable debido a la presencia de enlaces de hidrógeno

N-H. La formación de SAMs de triacina tanto en grafito como en G/Pt(111)

ha sido caracterizada experimentalmente. En ambos casos los experimen-

tos con STM muestran grandes islas de moléculas que forman patrones

de Moiré. Sin embargo, por efecto del sustrato sobre el que el grafeno está

crecido, tanto las barreras de difusión de las moléculas como la distancia

entre ellas cambia. Hemos realizado una exhaustiva caracterización teórica

del balance entre la adsorción de las moléculas en el sustrato, para la que

serán importantes la atracción debida a van der Waals (vdW ) y repulsión

de Pauli; y la interacción intermolecular entre ellas, que está mediada por

puentes de hidrógeno y vdW.

El gran tamaño de los patrones de Moiré experimentales y la gran

precisión requerida para estos cálculos para la convergencia energética

descartan totalmente la posibilidad de simular directamente el sistema

experimental triacina/sustrato. Por lo tanto, hemos desarrollado una

metodología para caracterizar independientemente cada interacción en

celdas unidad de tamaños asequibles. En nuestros cálculos DFT hemos ex-

plorado los límites de precisión de las técnicas actuales considerando difer-

entes funcionales de canje-correlación (XC) –PBE estándar y funcionales

híbridos que incluyen la contribución exacta del canje– y distintas im-
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plementaciones de fuerzas dispersivas para modelizar el sistema –desde

modelos semi-empíricos a implementaciones many-body recientemente

publicadas–. De nuestro estudio concluimos que, aunque la interacción

con el sustrato mediada por los orbitales π es débil, aún así es suficien-

temente alta como para determinar cual es la orientación relativa de las

moléculas con respecto al sustrato. Sin embargo, nuestros cálculos pro-

ducen resultados para las barreras de difusión de las moléculas que son

sistemáticamente menores que las experimentales y prácticamente no

predicen ninguna diferencia entre distintos sustratos, independientemente

del funcional de XC o de la implementación de vdW usada. Estas discrepan-

cias ponen de manifiesto las limitaciones de los métodos teóricos actuales

para describir este tipo de sistemas débilmente interactuantes y los con-

vierte en excelentes tests para el desarrollo de nuevas implementaciones.

Como queda patente por el contenido de esta tesis, la metodología

teórica ha jugado un gran papel en ella. Trabajar sobre estos temas ha

exigido llevar las técnicas de cálculo hasta el límite. Eran todos sistemas

cuyo estudio venía acompañado de grandes retos para las simulaciones.

Ya sea el caso de los escalones, en el que la falta de simetría del sistema

precisa generar superceldas complejas que sean una buena descripción del

problema; o la caracterización de los defectos puntuales, que ha requerido

celdas de tamaños no antes alcanzados para este tipo de sistemas y un

número de puntos k inusitadamente alto incluso para los tamaños más

grandes de celda; hasta el estudio del crecimiento de SAMs en grafeno,

para el que hemos explorado las últimas implementaciones de fuerzas

dispersivas, imprescindibles en el cálculo, y alcanzado precisiones del

orden del meV/molécula en las energías; estos problemas son un reto

teórico de gran complejidad.

En resumen, este conjunto de estudios son una contribución en la

búsqueda de los métodos que nos permitirán controlar y modificar las

propiedades del grafeno. Se trata de trabajos con doble utilidad. Desde el
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punto de vista del objeto de estudio, hemos caracterizado cómo cambian

las propiedades del grafeno a través de la interacción con otros materiales

o la deformación de su red bidimensional ideal. Por otra parte, en relación

con las técnicas de cálculo utilizadas, hemos puesto a prueba los últimos

avances en métodos de simulación para los que este tipo de análisis en

sistemas realistas resultan muy útiles de cara a continuar con su desarrollo.



ABSTRACT

Is there still hope for graphene-based technologies? Looking at real, de-

fective graphene.

Graphene has attracted a lot of interest in the last few years. Its first synthe-

sis on a laboratory in Manchester by Novoselov and Geim was the starting

pistol for a race towards controlling the extraordinary properties associated

with its bidimensional structure and the linear dispersion of its electronic

states around the Fermi level. After the initial joy of the scientific commu-

nity, some disappointed voices started to arise claiming that graphene was

not as promising as expected. A paradigmatic example of the problems to

apply it as a replacement for silicon in traditional transistors, although not

directly related with the content of this thesis, is the absence of a band gap.

The properties of pristine graphene are very different to those of com-

mon samples found in the laboratory. In a realistic environment, one has

to take into account how this material is affected by defects and structural

distortions, how the electronic properties change near edges or interfaces

with other materials, and what is the influence of the substrate on which

graphene is grown. These modifications, far from being an obstacle or

a disadvantage, represent an opportunity to spatially tune its electronic

properties and to control its mechanical response. This is the route that

we follow in this thesis, where we (i) characterize the graphene-platinum

contacts that appear naturally on the metal steps during graphene growth,

(ii) study the influence, both in the magnetic and mechanical properties,
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of the presence of point defects in graphene and, finally, (iii) analyze the

formation mechanisms of self-assembled molecular layers (SAMs) of a sim-

ple molecule, triazine, on different graphene-based substrates, addressing

how subtle differences in the molecule-substrate interaction determine the

final Moiré periodicity. To this end, we have performed first principle cal-

culations based in density functional theory (DFT) for these three research

lines as described below.

In the case of graphene-platinum contacts, we take advantage of

the first experiments, performed with scanning tunneling microscopy

(STM), which obtain atomic-scale resolution on metal-graphene contacts

at Pt(111) steps. Using the lateral periodicity revealed by the experiments

as an input, we determine the structure of the contact and analyze how

graphene edge states are modified by the presence of the metal and how

they delocalize across the metal atoms in the contact. The combination

of experiment and STM simulations beyond the usual Tersoff-Hamman

approximation allows us to unveil the zigzag graphene termination and

the existence of an unoccupied electronic state that is mostly localized

on the C-edge atoms of one particular graphene sublattice and the first

row of metal atoms. The confinement in both energy and real space of

this essentially 1D state makes it a suitable candidate for building multi-

channel nanowires. Our study of the metal-graphene interface structure

has also implications for the frequency on which certain Moirés appear

during graphene growth. We prove that, apart from the influence of the

intrinsic stability dictated by the mismatch between the two lattices, the

geometry and orientation favored by the metal steps –which is where the

nucleation of the graphene sheet preferentially starts– also play an impor-

tant role. With this study we have contributed to understand the properties

of metal-graphene contacts, whose characterization is a necessary step for

developing atomically precise graphene-based electronic applications.
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Next, we study the electronic and mechanical properties of graphene in

the presence of a low concentration of single-atom vacancies (monovacan-

cies) through large scale ab initio simulations. Experiments support that

the presence of these defects may confer magnetic properties to graphene.

Theory predicted that magnetic moments associated to each of these mono-

vacancies could be the explanation for this induced-magnetism, but the

type of magnetism produced is still not well understood. There was contro-

versy in the literature on the value for the local magnetic moment which the

experimental evidences were unable to elucidate. While DFT calculations

based on clusters predicted a value of 2 µB , similar calculations in extended

systems claimed a 1 µB in the low-concentration limit. Our calculations on

systems with up to a G(30×30) cell size and with several thousand k-point

meshes –which make them a challenging computational problem– show a

clear tendency to converge the local magnetic moment in the diluted limit

to 2 µB. Regarding the mechanical properties, there is a growing experi-

mental evidence that supports an unexpected increase of the graphene

stiffness in the presence of a low concentration of monovacancies. Our

calculations provide an atomistic, fundamental explanation that was still

missing. We conclude that, even when the presence of monovacancies does

not practically affect the in-plane deformations, they induce a strain field

that clearly quenches the out-of-plane vibrations, making the defective

sample stiffer than its pristine version for a low concentration of vacancies

even at room temperature. This result has implications not only for the

stiffness of the sheet but also for many mechanical properties that depend

strongly on the presence of these intrinsic out-of-plane fluctuations.

Finally, we study the formation of SAMs on weakly interacting sub-

strates. We have considered the simplest aromatic molecule –1,3,5-Triazine

(from now on referred simply as triazine), a benzene ring where three of

the carbons are replaced by nitrogen atoms– that presents sizeable inter-

molecular interactions through the N-H hydrogen bonds. The formation of
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triazine SAMs on both graphite and G/Pt(111) has been characterized ex-

perimentally. STM experiments identify in both substrates large molecular

islands showing a clear Moiré pattern. However, the Moire periodicity, the

intermolecular distance and the molecular diffusion barriers depend on the

substrate. We have performed an exhaustive theoretical characterization

of the energy balance between molecule-substrate interaction –controlled

by the interplay of the van der Waals (vdW) attraction and Pauli electronic

repulsion–, and the intermolecular interaction mediated by vdW and hy-

drogen bonding. The large size of the experimental Moirés and the high

precision needed in the energy convergence preclude a direct simulation of

the triazine/substrate system. Therefore, we developed a methodology to

characterize each interaction independently from calculations on smaller

unit cells. Our simulations test the accuracy of state-of-the-art ab initio

DFT methods, considering different exchange-correlation (XC) functionals

(the standard PBE and hybrid functionals including a contribution from

exact exchange) and several approaches to include vdW dispersive forces

(from semi-empirical to recent many-body approaches). We conclude that,

although the molecule-substrate interaction mediated byπ orbitals is weak,

it plays a key role in the determination of the molecular orientation with

respect to the substrate. However, our results yield diffusion barriers that

are systematically lower than in the experiments, and predict almost no

difference between the two substrates, irrespective of the XC functional or

vdW implementation used. These discrepancies highlight the limitations

of current theoretical approaches to describe these weakly interacting sys-

tems and point them out as excellent test beds for the development of new

methods.

As already hinted above, the theoretical methodology plays an impor-

tant role in this thesis. Making progress on these problems has demanded

to push the calculation techniques to their limit. All of the systems consid-

ered in this thesis represent a simulation challenge. Starting with the case
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of the G/Pt steps, the lack of symmetry imposed by the step and the need

to simulate the graphene flake require the ingenious design of a complex,

non-orthogonal supercell to make the simulations possible. The character-

ization of point defects called for cell sizes not previously achieved for such

systems, and unusually dense k-point meshes even for the largest cells that

we have managed to handle with an efficient, well-parallelized local orbital

code. The study of SAMs formation on graphene-based substrates rested

upon the use of the most recent implementations to include dispersive

forces implementations and demanded very stringent convergence param-

eters in order to reach an energy accuracy of the order of a meV/molecule

in the energies.

In summary, this set of studies are a contribution in the search for

methods to control and modify the properties of graphene. Its relevance

is twofold. We have characterized how the properties of graphene can

be tuned through the interaction with other materials or the presence

of defects. On the other hand, we have shown how to apply the latest

advances in simulation methods to these challenging systems. We believe

that both our implementation and comprehensive tests will be useful in

future studies dealing with other 2D materials in a realistic environment.
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CHAPTER 1

GRAPHENE: THE FUTURE OF MATERIALS SCIENCE?

Graphene has emerged as a new material with a very bright future. Since

its early days, graphene has attracted a great deal of attention due to its

extraordinary properties as a real two-dimensional (2D) material. Even if it

has come a long way since it was first isolated in 20041, there is still a long

road ahead until it becomes a commercial success story2.

Its origin

Graphene, a one-atom thick carbon layer with an hexagonal lattice, was first

isolated in 2004 by the group of K. Novoselov and A. K. Geim in Manchester

by mechanical exfoliation of highly oriented pyrolytic graphite (HOPG),

using a simple scotch tape for removing the topmost layers of a commercial

HOPG sample1. The first proof of the Dirac fermion nature of electrons near

the Fermi level3 was provided with graphene obtained by this technique.

The original idea of working with HOPG was to see if it could be used

as a transistor, the fundamental switching device at the heart of comput-

ing. They had almost given up with HOPG when they heard about how

microscopy researchers used Scotch tape to clean the mineral and leave

it free of involuntary contaminants before putting it under the lens. The

inventive step was to look at the remains attached to the Scotch tape and
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to find a way of transferring the ultra-thin flakes of graphene from Scotch

tape to a silicon wafer, the material of microprocessors. Once they did this,

the extraordinary electrical properties of graphene could be witnessed and

explored, proving the existence of the first purely 2D system.

However, graphene had already been isolated long before that, in 1859,

by means of graphite oxidation4. Today we know that, what B. Brodie then

called graphon and thought to be a new form of carbon with a molecular

weight of 33, were tiny crystals of graphene oxide (GO). A century after B.

Brodie experiments, the study of dried graphite oxide droplets by means

of transmission electron microscopy (TEM) was started by G. Ruess and

F. Vogt5 and continued by U. Hofmann’s group6,7. In 19627 he and H. P.

Boehm identified some of the thinnest possible fragments as monolay-

ers. Furthermore, it was H. P. Boehm and his collegues8 who, in 1986,

introduced the term graphene, deriving it from the word graphite and the

suffix -ene that refers to polycyclic aromatic hydrocarbons. The strong

dependence of the TEM contrast with the focusing conditions cast some

doubts about those studies which made this remarkable observations to

receive little attention. Thank to some new developments of this exper-

imental technique, they were finally unambiguously identified in TEM

by counting the number of folding lines in the early 2000s9–11. However,

these studies had to wait until the graphene electronic properties were

experimentally described1,3,12–14 to become relevant. Since graphene was

discovered, thousands of scientific papers have been devoted to the topic.

The material of the future

Graphene is nowadays one of the most promising materials of this nan-

otechnological era. It was the last of the carbon allotropes to be synthesized,

and the first pure 2D material ever isolated. Its unique physicochemical

properties have attracted a huge attention, not only among the scientific

community but also in the industrial sector which is interested on its many
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potential applications. These excellent properties are a direct consequence

of the combination of its dimensionality, the particular honeycomb symme-

try of the lattice and also the nature of its bonds –sp 2 hybridized covalent

bonds (σ band) which accommodate three of the valence electrons, while

the forth one is hosted in pz orbitals (forming theπ and π∗ bands)–. Some

of graphene’s properties are a consequence of its 2D nature (transparency,

flexibility) while other properties are due to its chemical and electronic

structure (electronic mobility, thermal conductivity).

This new material combines many interesting aspects. Never before did

a single material comprise so many interesting properties with a wide range

of potential applications. Some of its main properties are listed below.

• It is the best heat conductor known to date, with thermal conduc-

tivity values up to (5.30±0.48)×103 W/mK, outperforming carbon

nanotubes at room temperature15 and allowing very efficient heat

dissipation.

• It is one of the best electrical conductors ever described. Charge car-

riers in graphene can travel for µm without scattering even at room

temperature. As a consequence graphene presents very high charge

carrier mobility values (>2·105 cm2/Vs)1. It can stand current densi-

ties up to 108 A/cm2, six orders of magnitude higher than copper16,

without suffering of electromigration problems.

• It presents electrical spin-current injection and detection for temper-

atures up to 300 K17–19.

• It is nearly transparent. Graphene absorbs 2.3% of light over a broad

range of the visible spectrum20.

• It has very good mechanical properties. It is the thinnest material

known and also the strongest –substantially times stronger than steel

by weight and 10 times better than steel at scattering kinetic energy21–
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with a Young’s modulus (different to that of 3D graphite) of 1 .0±0.1

TPa22 and it is very flexible. Even when patches of graphene are

stitched together, it remains the strongest known material22.

• Researchers have also identified the bipolar transistor effect23 and

large quantum oscillations in the material24.

Scientists and engineers predict that many future applications can be

realized using graphene from electronics, optoelectronics, energy storage,

photonics to lighting and up to aerospace25. Among the main ones are:

• Its very high carrier mobility has raised expectations in many fields

such as high-speed electronics, photonics, and biodevices1,14.

• It can be used for making strong and durable touch-screens for smart-

phones. It has led to the production of lower costs of display screens

in mobile devices by replacing indium-based electrodes in organic

light emitting diodes (OLED)26 which also lower power consumption.

• Pristine and porous 2D graphene membranes with and without func-

tionalization have been investigated for gas purification27–29 and for

more efficient separation of gases30, which could be used to build

explosive detectors or even for low cost water desalination.

• It can be used to build pressure sensors31,32.

• Transparent electrodes20 can be built with this material.

• It can be used in the production of lithium-ion batteries that recharge

faster33. These batteries use graphene on the anode surface.

• Graphene needs less light energy to get the electrons to jump between

layers than silicon. In the future, that property could give rise to very

efficient solar cells34. Using graphene would also allow cells that are
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hundreds of thousands of times thinner and lighter than those that

rely on silicon.

• It can be a way to store hydrogen for fuel cell powered cars35–37.

• It can be very useful for chip making38.

All that glitters is not gold

Its nice properties render graphene with a great potential to be applied

in many different fields. However, in order for academic interest to be

translated into commercial success, there are a number of requirements

that have to be fulfilled such as the availability of suitable production meth-

ods (cost effective, scalable, reliable), the overcoming of some problems

related to its intrinsic properties that prevent certain applications, market

awareness, etc.

The main issue is still the production methods (we will comment on

the most common methods to synthesize it later on). There is no good

general synthesis method that produces graphene quickly, precisely and

in large enough quantities. Until this problem is solved, we will not see

graphene on the mass-market. There are also issues with the intrinsic prop-

erties of graphene that need to be fully sorted out. The main electronic

disadvantage to build new graphene-based transistors is the lack of a band

gap. There has been a lot of effort in trying to open its gap through different

techniques39, but still is an open problem. A different issue, related with

its usage as a catalyst, is its low resilience to oxidative environments which

could be avoided by means of functionalization40. Another example deals

with potential biological applications on which issues surrounding bio-

compatibility and cytotoxicity are still to be fully addressed with different

studies contradicting each other41.

Moreover, in term of its applications, there is a characterization prob-

lem: graphene has been extensively studied in ideal conditions reaching
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a deep understanding of its properties42,43. However, in realistic envi-

ronments, due to their higher complexity, very relevant basic features of

real-life graphene are not well understood yet.

Studies on graphene in more realistic situations are crucial to extract

the full potential of this material and design suitable applications, which

can still be very interesting. In these studies is necessary to characterize the

effects of the interaction with other materials and the presence of defects,

which is the main goal of this thesis.

1.1 Synthesis

There are two main graphene manufacturing techniques that could supply

graphene in relatively large scales. Chemical vapour deposition (CVD)

has been identified as the technique to produce graphene films in large

scale, while liquid phase exfoliation techniques are suitable to manufacture

graphene platelets –smaller flakes in form of powder– in an industrial scale

at low cost, although more defective than CVD-produced samples. We

will comment on this and other of the most used graphene production

techniques below.

Mechanical exfoliation from HOPG

As we have already said, graphene was first isolated using the "Scotch

tape" or micro-mechanical exfoliation method1. This is the method that

produces best quality freestanding graphene, however the size and mor-

phology of the samples is not well controlled and the production price is

relatively high. This is not an industrially scalable technique, as an exper-

imented researcher has to look the by-products of HOPG exfoliation one

by one with an optical microscope searching flakes with a precise optical

absorbance to check that it is indeed a monolayer. The exfoliated graphene
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can be transferred onto an arbitrary substrate, such as a SiO 2/Si wafer, on

which characterization experiments can be performed.

Epitaxial growth on silicon carbide by thermal annealing

Graphene films were initially produced using transfer-free wafer-scale

graphene growth by the thermal decomposition of silicon carbide 44 (SiC).

When SiC is heated to high temperatures (>1500K) in a vacuum or in an

argon atmosphere, only the silicon atoms leave the surface due to the differ-

ence in the vapour pressures of silicon and carbon. The remaining carbon

atoms form epitaxial graphene spontaneously on the surface. This method

produces high purity areas of graphene on top of a wide gap semiconduc-

tor and it is the most promising for being used in future graphene based

nanoelectronics. However, the main drawback of this method is the high

cost and limited size of the starting SiC wafers.

Graphite oxide reduction through chemical methods

The graphene synthesis method based on reduction of graphene oxide

(GO) is among the liquid phase exfoliation methods developed to fabricate

graphene platelets. The basic procedure was developed by Hummers et

al. in the 1950’s45. The GO, which is oxidized chemically from a graphite

crystal and is dissolved in aqueous solution, can be easily deposited on

an arbitrary substrate in monolayer or few-layer form46. The resulting

product is a highly dispersed carbon powder with a few percent of single

layer planes. The monolayer GO can be reduced –chemically, thermally or

via irradiation with ultraviolet (UV) or infrared (IR) light– into graphene in

order to restore up to some extent the electronic properties of the starting

material. These sheets are, however, highly functionalized through –OH,

-COOH, -O- and other oxygen-rich groups due to the oxidation process.

This reduced GO is based on the solution technique, and so is most suitable

for printed electronics and chemical applications.
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Chemical vapour deposition on metal substrates

One promising larger-scale graphene growth technique is chemical vapour

deposition (CVD) on metal substrates 47,48. A carbon-containing gas such

as methane, ethane, or propane, decomposes at high-temperatures and

turns into graphene on the catalytic metal surface. This technique can pro-

vide wafer-scale graphene at low cost, which is appropriate for industrial

applications.

It was already known in the 1970’s that the carbon atoms diffuse into a

nickel substrate at a high temperature and precipitate to form multi-layer

graphene on its surface during cooling49. Recently, a copper substrate was

found to be better for the monolayer graphene growth, because of the low

carbon solubility50. Moreover, studies in 201251–53 found, by analysing

graphene’s interfacial adhesive energy, that it is possible to effectually sep-

arate graphene from the metallic board on which it is grown, whilst also

being able to reuse the board for future applications theoretically an infi-

nite number of times, therefore reducing the toxic waste previously created

by this process. Growing large-area single crystal graphene without grain

boundaries, and removing defects and impurities due to the transfer pro-

cess are, then, the remaining problems.

This experimental method naturally provides a playground to study

G-metal contacts and tune its properties through the metal influence. This

G-metal systems could have a wide range of applications, in particular

those related with electronics. This is the reason why there are plenty

of works dealing not only with the growth mechanisms of graphene on

metals, but also with the new properties that arise from the combination

of both materials. In this thesis we have followed this research line and, in

particular, we have studied weakly interacting G-metal systems.
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1.2 Properties of graphene

In simple terms, graphene, is a thin layer of pure carbon or, in other words,

a single, tightly packed layer of carbon atoms that are bonded together in a

honeycomb lattice. In this section we will introduce and explain its main

properties, focusing on those that will be relevant for this thesis.

Structure

Graphene is a 2D crystalline allotrope of carbon. Its carbon atoms are

densely packed in a regular honeycomb lattice (see Fig. 1.1a). It is not a

Bravais lattice because two neighbouring sites are not equivalent. This

hexagonal lattice can be regarded as two interleaving triangular lattices

and one may view it as a triangular Bravais lattice with a two-atom basis (A

and B). The distance d between nearest neighbour carbon atoms is 1.42 Å.

The magnitude of the lattice vectors is, then, |a1| = |a2| =
p

3 ·1.42 Å= 2.46

Å. They can be written as

a1 = 3d

2

(
x̂ + 1p

3
ŷ

)
; a2 = 3d

2

(
x̂ − 1p

3
ŷ

)
. (1.1)

The reciprocal lattice vectors have magnitude 8π/3d and can be written

as

b1 = 2π

3d

(
x̂ +p

3ŷ
)

; b2 = 2π

3d

(
x̂ −p

3ŷ
)

. (1.2)

Hence, the first Brillouin Zone (BZ) is an hexagon (see Fig. 1.1a) of which

the sides are at a distance 4π/3d from its center. The positions of the two

Dirac points, K and K′, located symmetrically at the corners of the BZ (of

which the significance is to be explained later) are

K = 2π

3d

(
x̂ + 1p

3
ŷ

)
; K′ = 2π

3d

(
x̂ − 1p

3
ŷ

)
. (1.3)
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Figure 1.1 a) Graphene structure in the real and reciprocal space. In the real space
ball-and-stick scheme the two sublattices A (blue) and B (red) an be clearly dis-
tinguished. The lattice vectors a1,2 as well as the vectors δ1,2,3 connecting nearest
neighbour atoms are indicated. In the Brillouin zone, the reciprocal lattice vectors
b1,2 are also depicted. b) Graphene Dirac cones. c) Graphene band structure. The
Fermi level has been shifted to 0 eV. Valence and conduction bands are highlighted
in blue and red respectively. This figure has been adapted from 54.
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1.2.1 Electronic properties

Band structure and density of states

A carbon atom has four valence electrons. In graphene, three of them

occupy the in-plane orbitals s, px and py which are hybridized sp2 consti-

tuting the σ band –which is far from the Fermi level in energy–. The forth

electron is in an out-of-plane pz orbital. All these pz orbitals hybridize to

conform the π and π∗ bands (see Fig. 1.1c), which are responsible for most

of the peculiar electronic properties of graphene. This band structure was

firstly calculated by Wallace in 194755.

These π and π∗ bands present a linear behaviour in the surroundings of

the Fermi level and they meet at one point right at this same energy. These

two features are the main ingredients for a new type of band structure

with massless carriers exhibiting inhibited scattering (mobilities of ∼ 105

cm2/Vs1), which are regarded as Dirac particles. This identification with the

Dirac theory56 –which describe the behaviour of particles at high energy or

particle physics– made the scientific community to name the cones formed

by the π and π∗ bands as Dirac cones and the two equivalent points where

they meet, K and K′, as Dirac points (see Fig. 1.1b). Due to the existence of a

pair of Dirac points, the zero-energy states are doubly degenerate (twofold

valley degeneracy).

The linear dispersion partially arises from the triangular graphene lat-

tice symmetry with a two-atom basis. This ensures the existence of two

bands and the symmetry between them (chiral due to the electrons helic-

ity) makes them to have the same energy (spin degeneration). Some extra

symmetry arguments (this honeycomb lattice symmetry combined with

and time reversal symmetry) are needed to explain the existence of the

zero-energy states 42. Notice that the inequivalence of the two BZ corners,

K and K′, has nothing to do with the presence of two sublattices, A and B, in

the honeycomb lattice. It is just an intrinsic property of the Bravais triangu-
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lar lattice, independent of the possible presence of more than one atom in

the unit cell. The density of states (DOS), then, vanish at this point (see Fig.

1.1c), which makes graphene a zero-gap semiconductor (semimetallic be-

havior). For energy fluctuations larger than 1 eV away from the Fermi level

the behaviour of the DOS is no longer linear and Van Hove singularities 57

can be found. They are essentially non-smooth points where the density of

states is not differentiable and they correspond to critical points of the BZ.

Is precisely the linear dispersion found in graphene what make all its

extraordinary properties to arise. However, the described behaviour is

modified for non-ideal graphene samples. These properties change with

the presence of defects or edges, or with the interaction with other materials.

Far from being a setback, this represents a perfect opportunity to tune the

electronic properties of graphene.

Magnetic properties

The breaking of the perfect 2D periodicity of graphene in the presence of

topological defects or in strain relief structures modifies significantly its

electronic properties58,59 producing, in certain cases, the appearance of

magnetic features.

There are many examples of graphene-related studies on magnetic

properties. Occurrence of high-temperature ferromagnetism in graphite-

related materials is a topic of considerable interest. In the case of graphene

nanobubbles, it has been found experimentally that they favour the ap-

pearance of pseudo-magnetic fields associated to Landau-levels60. It has

also been suggested that the zigzag edges are responsible for some mag-

netic properties of graphene 61. Other works have also observed a gradual

increase in the magnetic moment, with an increase in the chemisorbed

hydrogen content62.

Experimentally it had been observed that a graphene sheet have mag-

netic properties. The theory predicted that monovacancies could be the
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explanation for this induced magnetism in graphene63, but the type of

magnetism produced is still not well understood. In the previous litera-

ture there was controversy between theoretical works which predicted a

different values for the local magnetic moment induced by monovacancies

which the experimental evidences were unable to elucidate. While DFT

calculations based on clusters predicted a value of 2µB
64,65, similar calcu-

lations in extended systems claimed it was 1 µB
66. In this thesis we have

studied this phenomena to clarify this issue (see Chapter 4).

1.2.2 Mechanical properties

Graphene also attracts great attention as the strengthening component

in composites67–69. Characterization of the mechanical properties of

graphene is essential both from a technological perspective for its reli-

able applications and from a fundamental interest in understanding its

deformation physics70,71. Its intrinsic mechanical properties could lead to

applications such as nanoelectromechanical systems as pressure sensors

and resonators72,73.

Of special importance to the study of these properties on membranes

or 2D materials74,75 is the effect of the temperature which induces much

more relevant changes than in 3D solids. In a membrane, the out-of-plane

vibrations are very soft and easily excited with temperature. The flexu-

ral modes76,77 –also called the ZA mode, bending mode, or out-of-plane

transverse acoustic mode– are the responsible for these out-of-plane de-

formations that corrugate the graphene membrane (see Fig. 1.2). It is so

flexible that its flexural modes are crucial for its thermal and mechanical

properties.

The big question here is whether its mechanical behaviour can be ex-

plained by the well-known membrane classical theory, since it is a real

2D material, or it behaves more like a solid material, in that it is strongly

bound through covalent bonds in contrast with typical biological mem-
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Figure 1.2 Out-of-plane vibration of a graphene lattice due to the excitation of the
flexural mode. This figure has been extracted from 78.

branes. To elucidate this, several groups have been measuring different of

its characteristic properties.

Young’s modulus and intrinsic strength

Graphene is the strongest material ever tested. The pioneering mechanical

testing of graphene has been conducted by Lee et al.22 through nanoinden-

tation of freely suspended graphene films with an atomic force microscope

(AFM). Using density functional theory (DFT), Liu et al.79 had earlier under-

taken an ab initio calculation of the stress–strain curve of a graphene single

layer. When comparing the results, there is an extremely good agreement

between the theoretical analysis and the experimentally-derived curve.

From these curves the both the Young’s modulus, a mechanical property

which defines the relationship between stress (force per unit area) and

strain (proportional deformation) in a material, and the intrinsic tensile

strength, the capacity of a material to withstand loads tending to elongate

it, can be calculated. The experimental results reported for the Young’s

modulus and the intrinsic tensile strength of the mechanically exfoliated

pristine graphene are 1.0±0.1 TPa and 130±10 GPa 22, respectively, while

the theoretical values are 1.05 TPa and around 107-121 GPa79.
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Fracture Toughness

In spite of these extraordinary values reported, the useful strength of large-

area graphene with engineering relevance is usually determined by its

fracture toughness, rather than the intrinsic strength that governs a uni-

form breaking of atomic bonds in perfect graphene. In materials science,

fracture toughness is a property that describes the ability of a material

containing a crack to resist fracture, and is one of the most important me-

chanical properties of any material80,81. In this same context, the strain

energy release rate is the energy dissipated during fracture per unit of newly

created fracture surface area.

Theoretical and computational modelling in recent literature has pro-

vided important insights into the fracture and strength-controlling mecha-

nisms of graphene with both perfect and defective lattice structures but it

was not experimentally measured until recently82,83. The cracked graphene

samples exhibited a fast brittle fracture behaviour with the breaking stress

much lower than the intrinsic strength of graphene. Zhang et al.82 deter-

mined the fracture toughness of graphene measured as the critical stress

intensity factor (4.0±0.6 MPa
p

m) and the critical strain energy release rate

of fracture (15.9±0.2 Jm−2). These values were validated with molecular

dynamics (MD) simulations. A different work by Hwangbo et al. reported

an even larger value (10.7±3.3 MPa
p

m) which is exceptionally high, as

compared to other carbon based 3D materials83.

1.3 Tuning the properties of graphene

In the previous section we have briefly reviewed the main properties of

graphene. This material has been extensively studied in its pristine version

while some basic features of its characterization in realistic systems are still

not well understood. This is an important part of the study of graphene

because, in most cases, these properties are altered in real graphene sam-
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ples. Given that for a range of applications, the next step towards device

integration will require modifying graphene for specific functionalities or

electronic properties, realistic environments provide an excellent oppor-

tunity to do it. The central effort of this thesis has been to characterize

different cases of systems on which the graphene properties can be tuned.

There are several ways on which the properties can be modified. In this

thesis, we have studied the effects of (i) breaking its perfect 2D structure

–exploring point defects and edges properties– and (ii) the interaction with

other materials –in particular molecules adsorption and growth on different

substrates–. Before getting into details of our specific studies, we will briefly

introduce the state-of-the-art on these topics from a more general point of

view.

1.3.1 Modifying graphene properties by the interaction

with other materials

The study of the interaction of graphene with other materials naturally

arises when one wonder about the effect of the substrate on which it is

grown or transferred to. It has been explored as a promising way to get

the desired band-gap opening in graphene39. Apart from the substrates

influence, the properties of graphene can also be tuned by the adsorption of

other compounds on top of it. In particular, we have analyzed the formation

mechanisms of self-assembled molecular layers (SAMs) on graphene.

Depending on the interaction strength of the other material and the

graphene, the properties of graphene can be just slightly modified or com-

pletely transformed. In this thesis we have dealt with weakly interacting

systems on which the properties of graphene are mostly preserved but still

some changes are induced which allows to distinguish between different

cases of these systems.

Next, we introduce some the cases in the context of what has been

studied in this thesis.
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Figure 1.3 A schematic showing the relationship between positions of the
HOMO–LUMO levels of dopants with respect to the Fermi level of graphene rele-
vant for n- and p-type doping of graphene. This can be applied to the effects of
the substrate on which the graphene is grown and also to the influence of possible
molecular adsorbates on graphene. This figure has been adapted from85.

Graphene on weakly interacting metals: Moirés

Metal surfaces normally react with carbon by forming surface carbides.

However, the less reactive substrates develop graphene upon carbon ex-

position (by the CVD technique already introduced). When graphene is

on top of a metal its electronic structure can be deeply modified when

the interaction between them is very strong or barley changed when it is

weak. In the first case, the strong graphene-metal interaction corrugates

the graphene layer and the π orbitals of the C atoms closer to the substrate

are hybridized with the d band of the metal producing a high distortion

of the pristine graphene electronic structure. In the weakly interacting

cases, the main difference with pristine graphene electronic structure is an

energy shift: due to the different work functions of metal and graphene and

also to the interaction between them there is a charge redistribution at the

interface –a dipole is formed – and a doping is induced in the graphene 84

(see Fig. 1.3).
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The least interacting metals are, in progressive order, gold, silver and

copper. However, they interact so weakly that it took a lot of effort, and

the use of smart growth techniques, to successfully grow graphene on

them86–88. The next metal in the reactivity scale is the platinum. The

G-Pt interaction is still very weak, the graphene layer is only negligibly

corrugated, but there is a clear doping effect of the metal84. The next

metals in low reactivity, on which its effect on the graphene starts to be

much more noticeable in structural terms (corrugation), would be iridium

and palladium. In the latter, even the electronic properties are affected.

Even in early studies in the 1970s, the then called single layer graphite89,90

on transition metal surfaces depicted a very rich landscape of graphitic

structures on this sort of weakly interacting metal surfaces.

In general, there is a misalignment between the graphene and the sub-

strate periodic lattices. Therefore, there is not a special orientation favoured

by the lattice symmetry. As a consequence, several orientations of the

graphene overlayers with respect to the substrate can be found resulting in

superperiodic structures, the so-called Moiré patterns. They can be char-

acterized by the relative angle between lattices and their superperiodicity

(see Fig. 1.4). The formation of these coincidence superstructures has been

observed by STM. The exact determination of these structures is difficult to

explore from a theoretical point of view since the size of the Moiré patterns

can be large, even more than 5 nm91.

Depending on the reactivity of the substrate, the interaction strength

can range from vdW physisorption to strong bonded chemisorption. For

the latter cases the interaction can be so strong that just a single Moiré can

be found in the experiments; this is the case of rhenium92, ruthenium93,

cobalt94 and nickel95 –these two later cases are slightly different because

both lattices are directly commensurated–. However, this is not always

the case and, a competition between the interaction and the corrugation

energies, allows to find different Moirés in the G-rhodium system96. In all
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Figure 1.4 Schematic models of the Moirés obtained by STM measurements of
graphene grown on Rh(111). This figure has been extracted from96.

these cases, the electronic properties of graphene are clearly modified and

the graphene sheet is corrugated by the effect of the metal substrate.

In the case of low interacting metals, the system is more free to explore

different rotational configurations producing a set of different Moirés. The

two more interacting cases of this group presented before, the iridium97–99

and the palladium100, present a single Moiré pattern but it changes de-

pending on the experimental growing conditions. The rest of the cases

do not induce a relevant corrugation and, in terms of electronic effects,

they only dope the graphene. A good example of low interacting system

with a lot of possible Moiré patterns, which is also the case treated in this

thesis, is the G/Pt(111) system101. The stability of each of these patterns

(or how often are they found in the experiments) seems to be correlated

with a mismatch minimization as claimed by Merino et al.101. In this thesis

we analyze further factors that can favour the presence of certain Moirés

over others.

Graphene vs graphite

Graphite is a commonly found mineral which consists of stacked graphene

layers. The distance between layers is roughly 3.35 Å102, and the most

stable state corresponds to Bernal stacking103 (ABAB) on which the atoms

in one layer are placed at the hexagon centres of the layers above and
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below it. Bonding between layers is driven by weak vdW interaction, which

allows the layers to be easily separated or slide across each other, making

graphite a soft and malleable material. In graphite, it is well known that,

in the uppermost layer a gap is opened in one of the sublattices due to

the Bernal stacking. This loss of symmetry converts the massless fermion

behaviour characteristic from graphene in massive fermions. This effect

can be already seen in the bilayer graphene42.

From the point of view of the simulations, it has been proved that a four-

layer slab with Bernal stacking is enough to reproduce the main features

of graphite (see Fig. 1.5d). From this system to the graphene single sheet

simulation, the properties gradually change with each layer removal. In

Fig. 1.5 the main changes in the band structure can be seen for a different

number of layers.

Molecules on graphene

As it was previously introduced, a different way of modifying graphene

properties is by the adsorption of atoms or molecules. Covalent or noncova-

lent chemical functionalization105,106 can render normally-inert graphene

chemically sensitive, which is critical for applications in sensing 2,107, and

can allow for bandgap engineering/charge transfer doping from electron

donating/accepting organic molecules108,109. The electronic effects pro-

duced by organic molecules on graphene have been either included in, or

the focus of, a number of recent review papers105,106.

In the context of the more simple adsorbates, graphene is supposed

to be relatively inert to most atmospheric airborne contaminants, this

is, low sticking coefficients towards O2, N2, and more importantly, H2O

molecular exposition. However, some species can chemisorb on top of in-

lattice C atoms. Highly reactive atomic adsorbates, such as O or H, tend to

covalent bond the substrate. For example, decoration of graphene surface

with hydrogen, oxygen, and fluorine atoms can be used to modulate its
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Figure 1.5 Bands around the K k-point for a) graphene, b) bilayer graphene, c)
trilayer graphene and d) graphite. The Dirac point which can be clearly spotted in
graphene, is lost in bilayer graphene, but appears again in trilayer graphene. The
graphite exhibits a semimetallic band structure with parabolic-like bands. This
figure has been extracted from 104.
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electronic properties, such as band gap, electron mobility, and optical

absorption110–112. Similarly, alkali metal (EM) and alkaline-earth metal

(AEM) atoms adsorbed graphene sheets are considered as potential devices

for ion batteries, hydrogen storage materials, and superconductors113–117.

Unlike nonmetal atoms that can perturb the atomic structure of graphene,

decoration by AM and AEM has little effect on its geometric structure115.

More complex compounds can also be absorbed in graphene. In partic-

ular, the adsorption of organic molecules 106,118–120 have been extensively

studied. The main interest in the adsorption of this kind of molecules is

that in many cases they adsorb forming ordered patterns giving rise to

what is called a self-assembled monolayer (SAM). This SAMs represent a

rapid, scalable route towards the realization of nanoscale architectures

with tailored properties.

The low reactivity of graphene makes it the ideal substrate to grow

self-assembled monolayers (SAMs) of molecules for whose formation high

molecular mobility (low diffusion barriers) and a strong enough intermolec-

ular interaction are needed. On epitaxial graphene, the SAM formation

process is sensitive to the interaction between the graphene and the sub-

strate on which it is grown. In the case of graphene that strongly interacts

with its substrate, such as graphene/Ru(0001) 121, the inhomogeneous ad-

sorption landscape of the graphene Moiré superlattice provides a unique

opportunity for guiding molecular organization, since molecules experi-

ence spatially constrained diffusion and adsorption118.

On weaker-interacting graphene sheets, and on non-epitaxial graphene

transferred onto a host substrate, self-assembly leads to monolayers on

which the molecules adsorb in a planar geometry. In these systems the

balance between the interaction energy with the substrate and the inter-

molecular interaction is much more delicate. Therefore, graphene presents

an appealing testing ground for investigating the basic properties of SAMs.

For a fundamental study of this kind, the molecule studied needs also to
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be the simpler one with self-assembly abilities or, in other words, with a

structure which allows the hydrogen bonds formation.

In this thesis we have studied the SAMs formation mechanism on

weakly interacting systems analyzing the case of a SAM of simple molecules,

as the Azabenzene 1,3,5-Triazine, on top of G-based weakly interacting sub-

strates.

1.3.2 Modifying graphene properties by breaking the lat-

tice symmetry

Even with the most accurate experimental techniques to grow graphene

sheets it is impossible to get a completely crystalline sample. The presence

of defects is unavoidable. It is common to find either grain boundaries,

dislocations of the graphene lattice and, above all in terms of frequency,

point defects. Although the presence of disorder in graphene can affect

its performance, it also represents a method for tuning its features and

functionalize it at convenience inducing new electronic, magnetic, thermal

and mechanical properties122.

Another feature related with breaking the perfect 2D graphene lattice

deals with the necessarily finite graphene sample sizes. In this context,

the characterization of the edges of the sample, both their structure and

electronic properties, or the contacts between the graphene film edge and

other materials appears as an obvious matter of study123. In particular,

termination, chemical functionalization and reconstruction of graphene

edges leads to crucial changes in the properties of graphene, so control

of the edges is critical to the development of applications in electronics,

spintronics and optoelectronics.

In the next sections we introduce the particular features that have

been studied in this thesis related with breaking the crystal symmetry

of graphene.
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Figure 1.6 Types of native graphene point defects due to missing C atoms and/or
atom substitution. These defects can also be funtionalized by different chemical
species. This figure has been adapted from 124,125.

Point defects on graphene

Point defects on graphene can be, for simplicity, categorized into three

main groups: due to missing atoms (vacancies), due to atom rearrange-

ments (Stone-Wales defect) and atom substitution. More complex combi-

nations of these three types of atoms have also been reported. In Fig. 1.6

some examples on these point defects variety are represented.

These defects naturally appear when graphene is grown in the labora-

tory and can deeply change its properties. In this sense, a new field based

on the modification of graphene by point defects is currently very active
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and its ultimate goal is to further diversify graphene practical applications

in the near future. Techniques such as ion irradiation intentionally induce

atomic defects in graphene. By manipulating the conditions of irradiation,

it is possible to tune, in a flexible way, the properties of the carbon-based

materials. However, precision at the nanoscale on defect formation remains

a significant challenge on which there has been a lot of effort126.

An important feature related with graphene defects is related to the

asymmetry of the electronic structure of graphene in energy close to the

Fermi level (go back to Fig. 1.1c). The absence of electron-hole symmetry

shifts the energy of the states localized near defects leading to a transfer of

charge from or to the clean regions –depending on the shift of the energy

shift–. Hence, the combination of localized defects and the lack of perfect

electron-hole symmetry around the Dirac points leads to the possibility of

self-doping.

In particular, monovacancies, as it has been previously discussed, have

been identify as the origin of the graphene magnetic moment measured

experimentally. Moreover, by the presence of a low concentration of these

defects, the mechanical properties are modified in an unexpected way 127.

In addition of the experimental evidences on this topic, a more fundamen-

tal and atomistic characterization that would explain both the source of this

magnetic moment and the unusual modification of the elastic properties of

graphene was still missing. For this reason, in this thesis we have addressed

this issues.

Graphene edges

Edges can be found not only in graphene samples but also in a wide vari-

ety of graphene-based nanostructures which can be terminated by many

different types of edges58. In this context, the most representative of these

structures are graphene nanoribbons (GNRs) which are strips of graphene

with ultra-thin width. So is the importance of the edges characterization



26 Introduction

that GNRs were firstly introduced as a theoretical model by Nakada et al. to

examine the edge and nanoscale size effect in graphene58. Their striking

feature is the diversity of electronic structure patterns that can be obtained

by changing the structural parameters, like width and crystallographic

orientation of the edges128.

Given the high reactivity of the edges the study of their interaction with

the surrounding environment is a very relevant. In particular in graphene,

is very important to characterize the edge interaction with the steps of the

substrate on which it has been grown. Metals are common substrates for

that (CVD) and the study of the G-metal contacts have a double interest: to

characterize the contact itself and to analyze how can the contact formation

affect to graphene growing mechanisms and, hence, the Moiré formation.

The importance of an edge to a graphene sheet can be compared to

that of a surface to a crystal. Cutting through an infinite graphene sheet,

one first breaks C −C σ bonds and then obtains two semi-infinite graphene

sheets, each with a one-dimensional edge. The dangling σ bonds at the

edges can be saturated with hydrogen (so-called hydrogenated or hydrogen-

terminated edges) and all the carbon atoms remain sp2 hybridized. They

can also saturate by contacting with a nearby material. Depending on

the cutting direction, two main types of edges can be obtained: zigzag

or armchair (see Fig. 1.7). Some other edges reconstructions have been

observed129 as well as mixtures between these to main edge structures.

These edges have a profound influence on the electronic structure and

give rise to interesting new phenomena. By constructing an analytical

solution to the edge state, Nakada et al.58 showed that the zigzag edge in a

semi-infinite graphene sheet gives rise to a so-called localized state at the

zigzag edge. These edge states (which are extended along the edge direc-

tion) decay exponentially into the centre of the ribbon, with decay rates

depending on their momentum 58,130–132. Such states have been observed
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Figure 1.7 Structural and simplified band structure schemes and for the zigzag and
armchair edges. On each structure model the sublattice of the ending atoms has
been highlighted. Figure adapted from the oral presentation "Graphene Nanorib-
bons: A Route to Atomically Precise Nanoelectronics" by M. Crommie at the Naval
Future Force Science and Technology EXPO in 2015.
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experimentally in monoatomic step edges of graphite by using scanning

probe techniques133,134.

The localized edge states form a twofold degenerate flat band at the

Fermi energy (EF ), existing in about one-third of the Brillouin zone away

from the zone centre58,130–132 (see Fig, 1.8). This flat band feature and

its corresponding localized state are unique to the zigzag edge (they are

completely absent from the armchair edge). Indeed, the presence of the

zigzag edges gives rise to unique physical and chemical properties, as

reported by Son et al.135 and Jiang et al.136, based on the first principles

density functional calculations. The origin of this edge state is easy to

visualize in terms of symmetry. As we have said, electrons in graphene have

the features of massless Dirac fermions. Therefore, the presence of an edge

state is a consequence of the broken symmetry of its pseudospin, that is,

in the zigzag edge, sites belonging to only one of the two sublattices exist,

although sites of A and B sublattices are always paired in the armchair edge

(see Fig. 1.7).

The edges are mainly characterized by their morphology and chirality,

but there are other distinct features that have an effect on their properties

(see Fig. 1.8). The first of them deals with the electron-electron interac-

tions. The edge-state flat band gives rise to a high DOS at the Fermi level,

whose associated electronic instability can be relieved by the origin of a

peculiar type of magnetic ordering in the zigzag edges. In the ground state,

magnetic moments are localized at the edges: the correlations are ferro-

magnetic along the edge and antiferromagnetic across the honeycomb

graphene lattice. Another effect to take into account is the spin-orbit in-

teraction: an effect of relativistic origin that couples electron spin and

orbital momentum. In the presence of spin-orbit interactions, the edge

states in graphene exhibit the properties of the quantum spin Hall effect

boundary states. In graphene, however, the relativistic spin-orbit coupling

is very weak137. Finally, we find the edge potential effect related to the
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Figure 1.8 Simplified scheme of possible features on the electronic band structure
of a graphene nanoribbon: electron-electron and spin-orbit interactions, chirality
effects due to the nanoribbon structure (width and crystallographic orientation)
and local structure of the edge. This figure has been extracted from 128.

local electrostatic environment. Potential changes at the edge originate

from the interaction of the edge C atom with the substrate or other atoms

or functional groups terminating the edge. In general, the edge potential

results in either upward or downward broadening of the flat band.

1.4 Thesis hypothesis and main goals

Throughout this introduction to the properties of graphene, we have high-

lighted the importance of characterizing how the ideal-graphene properties

are modified in realistic systems as a way to tune them. The goal of this

thesis is to explore different ways to achieve the controlled modification

of graphene properties using different strategies: (i) interaction with the

underneath substrate –both the effect of having different substrates and the

contact between the two materials at the steps of the substrate–, (ii) defect-

induced properties on graphene and (iii) adsorption of simple aromatic

molecules on graphene to form SAMs.
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To analyze these problems, apart from experimental observations, a

theoretical atomistic description able to account for the electronic struc-

ture of each atom is needed. In order to achieve this, we have used first

principle atomistic simulation methods based in the density functional

theory (DFT). However, the problem of these systems is that they present a

high complexity and their simulation has demanded to push the simulation

techniques to their limit. All of them are systems whose study carried great

simulation challenges. Starting with the case of the G-edges on substrate

steps, on which the lack of symmetry of the system requires to design com-

plex supercells which are still a good description of the problem and on

which we had to use our own STM simulation method reproduce the ex-

perimental results; or the characterization of point defects, which required

simulation cell sizes not previously achieved for such systems and an un-

usually high number of k-points even for the largest cell sizes; to the study

of the SAMs formation in graphene, for which we have explored the most

recent dispersive forces implementations, essential for our calculations,

and reached accuracies of the order of a meV/molecule in the energies;

these problems are a major theoretical challenge of great computational

complexity.

In order to accomplish this goal, in this thesis, we have followed three

main research lines:

Study of the interaction of graphene edges with metal steps. In the first

of them, we take advantage of the first experiments, performed with scan-

ning tunneling microscopy (STM), which obtain information at the atomic

scale about the structural characterization of metal-graphene contacts at

Pt(111) steps, to study their properties. The combination between theory

and experiment allows us to identify an electronic state associated with the

graphene edge which appears just at the contact and which is localized in

one of the graphene sublattices. Moreover, we analyze the structure of this

contact and, in particular, how the edge states of the graphene are modified
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by the presence of the metal surviving the contact and even transmitting to

the first row of metal atoms. We have also studied how the metal-graphene

interface structure is related with the frequency on which certain Moirés

appear in the experiments. We prove that apart from the influence of the

intrinsic stability dictated by the mismatch between the two lattices, the

geometry and orientation favoured by the metal steps –which is where the

nucleation of the graphene sheet preferentially starts– also play an impor-

tant role on this. With this study we have contributed to understand the

properties of the metal-graphene contacts whose characterization is a nec-

essary step for developing atomically precise graphene-based technology.

Characterization of arising properties by the presence of monovacancies

in graphene. In the next work, we study through large scale ab initio

simulations the electronic and mechanical properties induced in graphene

by the presence of the simplest of all the point defects presented before:

the monovacancies. From the point of view of the electric properties, it

had been observed experimentally that graphene sheets have magnetic

properties. Theoretically it was predicted that monovacancies could be the

explanation for this induced-magnetism in graphene63,122,138,139, but the

type of magnetism produced is still not well understood. In the previous

literature there was controversy between theoretical works which predicted

a different values for the local magnetic moment induced by monovacan-

cies which the experimental evidences were unable to elucidate140. While

DFT calculations based on clusters predicted a value of 2µB
64, similar cal-

culations in extended systems claimed it was 1 µB
66. Our calculations on

systems with up to a G(30×30) cell size on which we used several thousand

k-point meshes –which make them a challenging computational problem–

show a clear tendency to converge the local magnetic moment of a low

concentration of monovacancies –diluted limit– to 2 µB. Regarding the

mechanical properties, there are experimental evidences which support an

unexpected increasing of the graphene stiffness in the presence of a low
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concentration of vacancies127. However, an atomistic and more fundamen-

tal explanation was still missing. Thank to our calculations, we conclude

that, even when the presence of monovacancies does not practically affect

the in-plane deformations, they induce a strain field that clearly quenches

the out-of-plane vibrations, making the defective sample stiffer than its

pristine version for a low concentration of vacancies even at room tempera-

tures. Therefore, this would not only affect the stiffness of the sheet but also

any other mechanical properties which are dependent on the fluctuations.

Study of the SAMs formation mechanisms on top of graphene on weakly

interacting substrates. Finally, we study the SAMs formation on weakly

interacting systems. We have studied the most simple case allowing for

SAMs formation –due to the presence of hydrogen bonds– on a weakly in-

teracting substrate. In particular, we analyze monolayers of 1,3,5-Triazine

on both graphite and G/Pt(111) performing an exhaustive theoretical char-

acterization of these systems supported by experimental evidences 141,142.

In both cases the STM experiments show large molecule islands with Moiré

patterns. However, due to the effect of the substrate on which the graphene

is grown, both the molecular diffusion barriers and the intermolecular

distance changes. Thank to this experimental data, we have been able to

understand how the energy balance is controlled between the adsorption of

the molecules to the substrate, for which the van der Waals attraction and

Pauli repulsion are important; and the intermolecular interaction among

them, mediated by hydrogen bonds and van der Waals. In our DFT calcu-

lations we have explored the precision limits of the state-of-the-art tech-

niques using both different DFT functionals –standard PBE and hybrids–

and several dispersion forces implementations143–148 to model the system.

Moreover, we have had to develop a methodology in order to characterize

each interaction since, due to the large size of the experimental Moirés, a

direct simulation of the system was computationally out of reach. From

our study we conclude that, although the molecule-substrate interaction
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–mediated by π orbitals– is weak, it is still large enough to determine the

relative orientation of the molecules with respect to the substrate. However,

we find discrepancies regarding the diffusion barriers –which are system-

atically lower than in the experiments– and also related to the differences

generated by the change of substrate. This exhaustive characterization

shows the theoretical limitations to describe these weakly interacting sys-

tems even using the state-of-the-art methods. Therefore, these systems are

a good test for the development of these theories.

In summary, this set of studies are a contribution in the search for

methods that will allow us to control and modify the properties of graphene.

These works have a double usefulness. From the point of view of the

object of study, we have characterized how can we change the properties of

graphene through the interaction with other materials or the deformation

of its ideal two-dimensional lattice. Moreover, regarding the calculation

techniques used, we have tested the latest advances in simulation methods

for which this type of analysis in realistic systems are very useful for further

developments.





CHAPTER 2

CHARACTERIZING GRAPHENE:

THEORETICAL AND EXPERIMENTAL TOOLS

Given the nature of this field of research, there is a close-knit relationship

between experiments and theory; a study is usually much more fruitful and

interesting when it has these two components. In this thesis which is purely

theoretical we have performed simulations based in density functional the-

ory (DFT) but there has been a very close collaboration with different

experimental groups. The combination between experiment and theory

has been decisive to our findings. Therefore, this chapter is fundamentally

devoted to give a perspective on the standard theoretical fundamentals

and formalisms used and, more specifically, the ones that have been used

to deal with these research projects. We do not forget, however, the experi-

mental contributions to these researches whose main techniques will be

briefly introduced at the end of the present chapter.

2.1 The origin of Density Functional Theory

Solving the Schrödinger149 equation for systems of interacting particles

is an impossible task except for some very simple cases. This difficulty

promoted the appearance of different approaches created to deal with
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these complex systems. The most accurate way to describe a system is in

terms of the many-body wave functions through the Schrödinger equation

which contains information about both the ions and the electrons and can

be written as

Eψ (r,R) =
[
− ℏ2

2µ
▽2 +V (r,R)

]
ψ (r,R) , (2.1)

where ψ is the wave function for both the electrons ( r) and ions (R) of the

quantum system and Ĥ the Hamiltonian operator which characterizes the

total energy of any given wave function and which can be written in terms

of the kinetic (T ) and interaction potentials (V ) of both the electrons (e)

and nuclei (N ) as

Ĥ = Te +TN +Vee +VN N +VeN (2.2)

This hamiltonian can be simplified by means of the Born–Oppenheimer

(BO) approximation150 which assumes that the motion of the atomic nuclei

and the electrons in a system can be separated. It rests on the fact that the

nuclei are much more massive than the electrons, which allows us to say

that the nuclei are nearly fixed with respect to electron motion. Thus, this

new hamiltonian is purely concerned with electronic dynamics and can be

written as

Ĥe = Te +Vee +VeN (2.3)

With this approximation the the movement of ions and electrons are

decoupled thank to the difference in time regimes for each part of the prob-

lem. The ion movement can be treated classically –as if they were affected

by an effective potential created by the electrons– and the electronic part

will be studied quantum-mechanically.

Although simplified, this problem is still impossible to solve for complex

systems due to the electron-electron interaction term. What DFT provides

is a way to replace the problem of finding the Schrödinger many-body wave

function by the minimization of the energy through the electronic charge
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density n (r) solving the electron-electron interaction. The so-called ab

initio or first principle methods solve the Schrödinger equation without the

need of including external parameters –unlike semiempirical methods–,

but the problem in this case is that you have to know the density functional.

Methods based in DFT provide a good balance between accuracy and

computational efficiency, a key feature for the practical application of first

principles simulation techniques complex material problems.

As it will be detailed below, the starting point for the DFT methods was

the two Hohenberg-Kohn theorems151. The first one demonstrates that the

ground state properties of a many-electron system are uniquely determined

by an electron density that depends on only 3 spatial coordinates laying the

groundwork for reducing the many-body problem of N electrons with 3N

spatial coordinates to 3 spatial coordinates, through the use of functionals

of the electron density. The second of these theorems defines an energy

functional for the system and proves that the correct ground state electron

density minimizes this energy functional. Based on these theorems, the

Kohn–Sham equations152 transform the intractable many-body problem

of interacting electrons in a static external potential to a tractable problem

of non-interacting electrons moving in an effective potential. The effective

potential includes both the external potential and the so-called exchange-

correlation interactions. Modeling the latter two interactions becomes the

main difficulty of this method. In order to apply this methodology, several

approximations to this exchange-correlation term have been developed

over the years. The main ones will be commented in the following sections.

The most standard implementations of DFT methods properly describe

covalent, metallic an ionic bonds, but there are other interactions as the

van der Waals dispersion forces are not well described by these common

approaches. In this context, in this chapter we will pay an extra attention

to the inclusion of these dispersion forces153 in our calculations as they
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are very relevant interactions in the systems that we have analyzed in this

thesis.

In practical terms, there is more ingredients in the DFT simulations

that have to be carefully chosen depending in the system that you are

dealing with and the features that you want to study. You have to chose a

good pseudopotential to describe the core electrons appropriate for what

you want to describe; a proper basis set to describe the wave functions,

either a more accurate plane-waves basis or a more optimized localized-

orbitals basis; and suitable convergence parameters, since the k-point mesh

necessary for calculations with periodic boundary conditions (PBC) to the

electronic/ionic relaxation criteria and the energy grids/cutoffs among

other parameters that can be tunned.

When you are choosing all these parameters you have to think not only

to adequate them to your particular problem but also you have to take into

account the computational restrictions of your code both in terms of time

and resources. The larger you cell-size and your system, and the finer your

criteria, the more demanding your calculation will be. However, there are

different computational techniques to reduce this computational cost as

well as parallelization schemes which are implemented in most of the avail-

able codes which enable the user to run a calculation in many processors

at the same time. In this chapter we will also talk about the specifics of the

codes that we have mainly used in our calculations –Vienna Ab initio Simu-

lation Package (VASP)154 and Open source package for Material eXplorer

(OpenMX)155,156–.

In this chapter we will briefly introduce the basis of the DFT methods.

We will start with the methodology that make DFT possible (Hohenberg-

Kohn, Kohn-Sham), then we will comment how a functional is built and

tuned to the system we want to deal with and other ingredients of the cal-

culation. We will finish the theoretical introduction by discussing different
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ways to simulate STM images. We conclude this chapter presenting the

main experimental techniques related with the work of this thesis.

2.1.1 The Hohenberg-Kohn theorems

DFT was given a formal footing by the two theorems introduced by Ho-

henberg and Kohn151. They can be applied to any system consisting of

electrons moving under the influence of an external Coulomb potential

arising from the nuclei, Vext (r). As a result of the BO approximation 150, it

is treated as a static external potential which can be written as follows

Vext (r) =−∑
α

Zα
|r−Rα|

, (2.4)

where Zα is the potential contribution of the α ion which is at the Rα

position.

First theorem The external potential, Vext (r), and hence the total energy,

is a unique functional of the electron density, n (r), to within an additive

constant.

Hence, the energy functional can be written as follows

E [n (r)] =
∫

n (r)Vext (r)dr +F [n (r)] , (2.5)

where F [n (r)] is an universal (i.e. the same for all atoms) functional of

the electron density n (r) only. A Hamiltonian Ĥ for the system can be

written as the addition of the external potential, V̂ext , and F̂ , which is

the electronic contribution consisting on the kinetic energy, Êk , and the

electron interaction term, Êe−e . Therefore, we have

Ĥ = F̂ + V̂ext = Êk + Êe−e + V̂ext , (2.6)
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where

F̂ = Êk + Êe−e =−1

2

∑
i
▽2

i +
1

2

∑
i

∑
j ̸=i

1∣∣ri − r j
∣∣ (2.7)

and

V̂ext =
∑

i
Vext (ri ) . (2.8)

In this equation, F̂ is the same for all N -electron systems, so that the Hamil-

tonian, and hence the ground state
∣∣ψ0

〉
, are completely determined by

N and Vext (r). The ground state
∣∣ψ0

〉
for this Hamiltonian gives rise to

a ground state electronic density n0 (r). Thus, the ground state
∣∣ψ0

〉
and

density n0(r) are both functionals of the number of electrons N and the

external potential Vext (r).

Second theorem The electron density, n (r), that minimizes the total en-

ergy, E [n (r)], is the exact ground state density n0 (r).

Therefore, DFT has replaced the problem of solving the 3N-variable

Schrödinger equation by a variational problem of minimising the energy

functional E [n (r)] with respect to the electron density n (r). The next step is

coming up with a scheme to get a reasonable energy functional to describe

our problem.

2.1.2 The Kohn-Sham equations

Although the Hohenberg-Kohn theorems are extremely powerful, they

do not offer a way of computing the ground-state density of a system in

practice. About one year after Hohenberg and Kohn published their original

work, Kohn and Sham152 devised a simple method for carrying out DFT

calculations, that retains the exact nature of DFT. Here we will describe this

method.

In order to take advantage of the power of DFT without sacrificing

accuracy, they followed a method to map the problem of the system of
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interacting electrons onto a fictitious system of non-interacting electrons

with the same charge density

n (r) =
N∑

i=1

∣∣ψi (r)
∣∣2 , (2.9)

being ψi (r) the one-electron wave function.

The interacting system energy is written as a functional of the electron

density divided in four contributions

E [n (r)] = E 0
k [n (r)]+Eext [n (r)]+EH [n (r)]+Exc [n (r)] (2.10)

which are, respectively, the kinetic energy of the non-interacting electron

gas (not the same as that of the interacting system), the interaction energy

with the external potential, the interaction energy with the Hartree poten-

tial (the classical electron-electron energy) and the so-called exchange-

correlation energy (which contains the non-classical electron-electron

interaction energy and the difference between the kinetic energies of the

interacting and non-interacting systems).

The first three are defined as follows

E 0
k [n (r)] =

N∑
i=1

∫
dr ψ∗

i (r)

[
−▽2

2
ψi (r)

]
, (2.11)

Eext [n (r)] =
∫

dr n (r)Vext (r) (2.12)

and

EH [n (r)] = 1

2

∫
dr dr′

n (r)n
(
r′

)
|r− r′| . (2.13)

On the other hand, the exchange-correlation term is defined as the

correction needed to reach the exact solution. By this energy splitting

we can separate the first terms, which can be easily dealt with, from the

last term, which contains the complex behaviour effects but represents a
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small contribution to the total energy. The different approximations to the

calculation of this unknown Exc term, which will be discussed later, give

rise to a wide range of DFT methods and, surprisingly, even the simpler

approaches work nicely.

The Kohn-Sham equations are found by varying the total energy expres-

sion with respect to a set of orbitals, introducing a Lagrange multiplier µ

to constrain the number of electrons to be N , from which the following

expression is obtained

δE 0
k [n (r)]

δn (r)
+VK S (r) =µ, (2.14)

in which the Kohn-Sham potential VK S (r) is given by

VK S (r) =Vext (r)+VH (r)+Vxc (r) (2.15)

being VH the electronic interaction hartree potential

VH (r) =
∫

n
(
r′

)
|r− r′|dr′ (2.16)

and the exchange-correlation potential can be, then, defined as

Vxc (r) = δExc [n (r)]

δn (r)
. (2.17)

The important point to realize here is that equation 2.14 is precisely

the same equation which would be obtained for a non-interacting system

of particles moving in an external potential VK S (r). To find the ground

state density n0 (r) for this non-interacting system we simply solve the

one-electron Schrödinger equations

[
−1

2
▽2 +VK S (r)

]
ψi (r) = εi ψi (r) (2.18)
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Since the Kohn-Sham potential, Vxc , depends upon the density it is nec-

essary to solve these equations self-consistently for what an initial guess

for the form of the density is used to solve the Schrödinger equation obtain-

ing a set of orbitals with which a new density is calculated. This process

is repeated until the input and output densities are the same –according

to a certain convergence criterion–. The correspondent energy for the

interacting system can be easily obtained from this result and, provided

that the exchange-correlation functional form is known, it will be exact.

An approach for the electronic structure of the studied system, yielded by

the selfenergies, ϵi , is also a direct result of this process. Although in this

introduction it has not been treated specifically, these theorems can be

generalized to treat spin degeneracy.

This electronic self-consistent process combined with a classical treat-

ment of ions embedded in an effective potential created by the electrons

enables DFT codes to find the ground-state of the studied system, per-

form a molecular dynamics simulation or characterize the phonons of the

system. This separated treatment of the electronic and ionic part of or

problem is provided by the BO approximation as was discussed above.

2.2 Building the energy functional

2.2.1 Chemical description and the exchange-correlation

functionals

Kohn-Sham density functional theory is widely used for self-consistent-

field electronic structure calculations of the ground-state properties of

atoms, molecules and solids. As we have previously said, in this theory,

only the exchange-correlation energy Exc = Ex +Ec as a functional of the

electron spin densities n (r) must be approximated. The most popular func-

tionals have a form appropriated for slowly varying densities: the Local
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Figure 2.1 In the Jacob’s ladder of density functional approximations , earth is the
Hartree approximation (Exc = 0), and heaven is the realm of high accuracy. The
strategy behind the construction of the ladder is to try to include additional exact
constraints into approximations beyond the LDA, in the hope that they will make
the functional even more accurate. This figure has been extracted from 158.

Density Approximation (LDA)152 and the Generalized Gradient Approxima-

tion (GGA)157.

However, these approximations are subject to several well-known defi-

ciencies. In the quest for finding an optimal electronic-structure method,

that combines accuracy and tractability with transferability across differ-

ent chemical environments and dimensionalities, many new approaches,

improvements and refinements have been proposed over the years. These

have been classified by Perdew158 in his Jacob’s ladder hierarchy (see Fig.

2.1).

Local Density Approximation (LDA)

This approximation, which was proposed already in the famous paper of

Kohn and Sham152, was designed to work with smooth electronic charge

densities as in metals or intrinsic semiconductors, although has proven to

work too with covalent crystals. Despite its simplicity, produces surprisingly

good results. However, its well-know that it overestimates the bond lengths

and underestimates binding energies.
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This functional is given by

E LD A
xc [n (r)] =

∫
ε

ug
xc [n (r)] n (r) dr (2.19)

where εug
xc is the exchange-correlation energy functional for a uniform gas,

which is well established159.

Generalized Gradient Approximation (GGA)

The GGA157 is a step towards a higher precision as it includes not only the

density but also the gradient of the density contribution to the exchange

correlation energy. The equation 2.19 becomes

EGG A
xc [n (r)] =

∫
εxc [▽n (r) ,n (r)] n (r) dr (2.20)

In comparison with LDA, the GGA functional tends to improve total en-

ergies, atomization energies, energy barriers and structural energy differ-

ences, although it systematically underestimates insulator characteristic

gaps. It expands and softens atomic bonds, an effect that sometimes cor-

rects and sometimes overcorrects the LDA prediction.

The most commonly used GGA functional is PBE, which was named

after its creators: Perdew, Burke, and Ernzerhof160. It retains the correct

features of LDA and combines them with the most energetically important

features of gradient-corrected nonlocality. Among its improvements over

previous GGA functionals it includes an accurate description of the linear

response of the uniform electron gas, correct behavior under uniform

scaling, and a smoother potential.

Hybrid energy functionals

Hybrid functionals are approximations that incorporate a contribution of

exact exchange from Hartree-Fock theory with exchange and correlation
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calculated ab initio. This hybrid approach was introduced by Becke161.

Hybridization with the exact Hartree-Fock exchange provides a simple

scheme for improving many molecular properties (such as atomization

energies, bond lengths or vibration frequencies) which are usually poorly

described with the previously discussed functionals. However, the descrip-

tion improvement comes with a high computational cost.

One of the simplest of these is the PBE0 hybrid162,163 which mixes a

fraction of exact exchange with a complementary fraction of PBE exchange

and full PBE correlation as follows

E PBE0
xc = 1

4
E HF

x + 3

4
E PBE

x +E PBE
c . (2.21)

In the calculations that we will present in this thesis we have used the

HSE06 164 variant of the Heyd-Scuseria-Ernzerhof (HSE)165,166 screened

hybrid functional family where only short-range exact-exchange is ad-

mixed, with the aid of an empirical range-separation parameter, such that

it approaches PBE0 in the short-range and PBE in the long-range. This

way, it retains only short-range Fock exchange and preserves the accuracy

of PBE0 while avoiding the cost and pathologies of long-range Fock ex-

change. By construction of the HSE, the computational time needed for

these calculations is within a factor of 2-4 of pure DFT calculations while

previous hybrid calculations (as PBE0) needed significantly more memory

and CPU time. As we were saying, the distinction between long range (LR)

and short range (SR) contributions of the electron-electron interaction is

only present in the exchange interactions. The electronic correlation is

represented by the corresponding part of the PBE density functional. Thus,

the exchange-correlation term can be written

E HSE
xc = aE HF,SR

x

(
µ
)+ (1−a)E PBE ,SR

x

(
µ
)+E PBE ,LR

x

(
µ
)+E PBE

c (2.22)
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where a is the Hartree-Fock mixing constant and µ is the parameter that

defines the range-separation, and is related to a characteristic distance

(2/µ) at which the short-range interactions become negligible. For the

specific case of the HSE06 functional, these parameters take the values

a = 0.25 and µ= 0.2. Notice that for the same a value and µ= 0 the PBE0

expression is recovered.

Random Phase Approximation

The fifth-rung functionals in Fig. 2.1 are the functionals based on the ran-

dom phase approximation (RPA) 167–169. It is a many-body approximation

that includes unoccupied Kohn–Sham orbitals, unlike the first four rungs,

which use only the occupied orbitals. RPA is nearly exact for the long-range

part of the exchange-correlation hole, but the short-range part is not so well

described. RPA can actually be useful for materials science, even without

a correction, due to a remarkable cancellation of errors. Traditionally, for

molecules, the error cancellation has been some what imperfect 170, so by

itself the RPA was not very useful. A non-empirical nonlocal correction to

RPA was required to solve this problem. The main disadvantage of the RPA

functionals is that they make the calculations very expensive in terms of

computational resources. For this reason they were not considered as an

option to deal with the problems that we have faced in this thesis.

2.2.2 Accounting for the van der Waals dispersion in the

calculations

The so-called van de Waals (vdW) forces were firstly identified by Johannes

Diderik van der Waals in 1873153. In the chemistry community all inter-

molecular attractions are known collectively as van der Waals forces. Ac-

cording to this nomenclature, vdW forces account for both electrostatic

interactions, dipole-dipole interactions –where the hydrogen bonds are a
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particular case considered separately because is more energetic– and for

even weaker interactions between non-polar molecules –instantaneously

induced dipoles–. London dispersion 171, also known as dispersion forces,

are specifically limited to this weaker interactions between non-polar

molecules. Dispersion forces, thus, are a particular case of vdW forces,

although in the literature the two terms are used interchangeably to mean

weak interactions between non-polar molecules. In this thesis we have also

used these two terms, vdW or dispersion forces, to refer to the dispersion

forces.

The vdW force is present everywhere, but its variation from one envi-

ronment to another and its complex manifestations still pose challenging

questions. They are relevant for a wide range of systems such as soft mat-

ter, surfaces, and DNA, and in phenomena as different as supramolecular

binding, surface reactions, and the dynamic properties of water. However,

a general theoretical framework that can describe small molecules as well

as extended systems is still needed.

Like all non-relativistic electronic effects, the vdW interactions would be

present in the exact DFT functional but, as it has been discussed in previous

sections, the exchange-correlation term is often evaluated following differ-

ent approximations that do not include the full vdW interactions resulting

from dynamical correlations between fluctuating charge distributions.

A suitable theory for atoms, molecules and, in general, condensed

matter, should account for all forces at play, including covalent bonds, hy-

drogen bonds, and electrostatic interactions, because they are all relevant

in typical materials and systems. Proper inclusion of vdW interactions in

DFT calculations requires that the total energy functional depends on the

electron density n (r) in a manner that reflects both the long-ranged and

medium-ranged nature of vdW interactions. By construction, standard

exchange-correlation functionals –LDA, GGA or hybrid functionals– ne-

glect the long-range, nonlocal correlations that give rise to the vdW forces.
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Although this is a long known problem, a definitive solution has not been

found yet and, at present and mostly since recently, a lot of different re-

searching groups are working on different implementations to include vdW

interactions in standard functionals148,172.

There are two separate groups of methods: (i) those which are

based on calculating atom-based London dispersion forces143,146,173–179,

some of those also with the inclusion of advanced screening mecha-

nisms146,178,180,181; and (ii) the implementations which follow a first-

principles DFT treatment of the long-to-medium-ranged interactions be-

tween fragments across regions with low densities such as the one proposed

by Dion et al.182 which is a non-local correlation functional that approxi-

mately accounts for dispersion interactions.

Next we will describe some of those implementations, especially those

that we have used in our work due to their suitability for our systems.

Atom-based vdW corrections

As we have already introduced, these energy corrections are atom-based

London dispersion forces of the pairwise C6/R6 kind. The difference be-

tween them is how they calculate the C6 coefficients. An advantage of these

approaches is that the specific vdW contribution can be easily extracted

from the total energy easing the analysis of its effect in the general be-

haviour of the studied systems. A lot of approaches belong to this group.

We will now present the ones that we have used in our calculations for being

the most widely used in some cases and specially indicated for graphene

simulation.

Grimme’s DFT-D A pragmatic method to work around this problem has

been given by the DFT-D approach173,174. It consists in adding a semi-

empirical dispersion energy to the conventional Kohn-Sham DFT energy.

By semi-empirical, one typically refers to methods that rely on optimiza-
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tion to reference systems for which data from accurate, computationally

expensive methods are available. As we detail below, the dispersive energy

is described by damped interatomic potentials of the form C6/R6 on which

the vdW contribution is independent of the charge density. This family of

implementations is probably the most widely applied (according to the

number of cites of the main references143,173,174, that add more than 10000

cites), partly due to its computational efficiency, and also because it is a

very well tested method. The energy is calculated as follows

EDF T−D = EDF T +Edi sp , (2.23)

where

Edi sp =−s6

Natoms∑
i , j<i

fd amp
(
Ri j

) C i j
6

R6
i j

, (2.24)

being Natoms the total atom number, Ri j the distance between atoms i and

j , s6 is a scaling parameter depending on the choice of the DFT functional

used and the C i j
6 denotes the dispersion coefficient for the atom pair i j .

In order to avoid double counting in the energy for small R ∗, a damping

function fd amp must be used, which is given by

fd amp
(
Ri j

)= (
1+e−d(Ri j /Rr −1)

)−1
, (2.25)

where Rr is the sum of atomic vdW radii173 and d is a fitting parameter.

The basic strategy in the development to restrict the density functional

description to shorter electron correlation lengths scales and to describe

situations with medium to large interatomic distances by damped C6 ·R6

terms seems to be very successful, as demonstrated for some notoriously

difficult reactions.

∗Notice that standard DFT functionals already take into account corrections of this
distance range
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• In the DFT-D2 variant143, a second version of the DFT-D method

refined regarding higher accuracy, the van der Waals interactions are

described via a simple pair-wise force field, which is optimized for

several popular DFT functionals. The C 6i j coefficients are usually

optimized to nicely reproduce the results contained in big databases

computed with the more advanced computational methods. In this

particular case, a simple computational scheme was proposed to cal-

culate the atomic C 6i j coefficients derived from the London formula

for dispersion and based on DFT/PBE0 calculations of atomic ioniza-

tion potentials and static dipole polarizabilities143,163. The simplicity

and computational efficiency of this approach along with the fact

that works very good with the systems that we have simulated made

it a natural candidate to use in our calculations.

• In the DFT-D3 variant 174, unlike in the D2 case where they are fixed

beforehand, the dispersion coefficients C 6i j are geometry dependent

as they are adjusted on the basis of local geometry (coordination

number) around atoms i and j . Thus, although the computation of

the vdW contribution is still pairwise, the previous calculation of the

C 6i j coefficients can involve more than two atoms. This represented

a big improvement in the description of metal surfaces in particular,

given that in the original D2 they were treated as if they were on a

atomic configuration. This is fixed with the D3 scheme thank to its

approach to calculate the C 6i j coefficients. This is an improvement

over the DFT-D3 which slightly increases the computational cost of

the simulation with respect to DFT-D2 but is still very promising and

worth to be tested in our calculations.

Tkatchenko and Sheffler’s TS+SCS The expression for the dispersion

energy within the DFT-TS method177 is formally identical to that of DFT-

D2 method previously introduced. However, the important difference is
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that the dispersion coefficients and damping function are charge-density

dependent. They are not tabulated or provided from the beginning of the

calculation like in DFT-D2. The DFT-TS method is able to take into account

variations on the contribution of the atoms due to their local chemical

environment. The polarizability, dispersion coefficients, and atomic radii

of each atom are computed from their free-atomic values. In other words,

the vdW parameters are functionals of the electron density n (r), hence they

respond to changes in the electron density induced by hybridization, static

charge transfer, and other electron redistribution processes.

A computationally efficient way to account for electrodynamic response

effects, in particular the interaction of atoms with the dynamic electric

field due to the surrounding polarizable atoms, was implemented in later

developments146 giving rise to the TS+SCS method. In this approach the

frequency-dependent screened polarizabilities are obtained by solving the

self-consistent screening equation. We have used this last implementation

in our calculations in the aim of being as much accurate as possible.

Many-body dispersion (MBD) To move beyond the traditionally em-

ployed second-order pairwise additive approximations, Tkatchenko’s group

has recently (2014-2015) developed the so-called many-body dispersion

(MBD) method147,148. The MBD is computed by considering a system

of coupled quantum harmonic oscillators. The short-range part of the

dipole interaction is used to self-consistently compute the screening –or

long-range Coulomb response– that effectively modifies the polarizabili-

ties of the species in the system which, in turn, are employed as the input

in the MBD energy expression. The resulting many-body dispersion en-

ergy contains two different contributions. The first one deals with this

electrodynamic response screening and the other one arises from a non-

additive many-body energy which is missing in simple pairwise dispersion

approaches. We have used this approach for our calculations hoping that
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accounting for this polarizability effect in surfaces of graphene on metals

would improve the description of our system.

DFT functional-based vdW corrections

These vdW flavours belong to the group of implementations on which the

DFT kernel is modified to include the dispersion forces into the exchange-

correlation term. The main representative of this group is the vdW-DF 182

family of approaches. In the line of what have just been said, the objective

of vdW-DF –also referred to as vdW-DF1– is to provide within DFT an

efficient method for calculations of vdW effects in all kinds of electron

systems based on many-body physics and general physical laws. In this

regard, the vdW-DF method differs from methods that use empirical, semi-

empirical, and ad hoc assumptions for such calculations. The first versions

of this implementation were very computationally demanding which made

its use to be strongly restricted. This issue was solved by Román-Pérez et

al.183, which led the use of this method to become extended.

In general terms, in vdW-DF the non-local correlation is calculated so

that the exchange–correlation energy takes the form

Exc = EGG A
x +E LD A

c +E non−local
c (2.26)

where EGG A
x is the GGA exchange energy, E LD A

c accounts for the local cor-

relation energy obtained within LDA and E non−l ocal
c is the non-local cor-

relation energy. The formula for E non−l ocal
c is based on electron densities

interacting via a model response function and the particular form is still

a subject of research. A visualization of the problematic of this approach

(which can be extended for the general vdW in DFT issue) is depicted in

Fig. 2.2.

Klimeš’s vdW-DF-opt functionals For some covalently-bound solids

such as heavy transition metals, vdW-DF’s account can even be inferior
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Figure 2.2 a) Ball-and-stick model of graphite. b) Schematic account of vdW
forces in sparse, layered matter (two graphene sheets at equilibrium separation).
Towards a background of laterally averaged electron density, the vertical arrows
mark typical locations of charge fluctuations, the horizontal arrow the region
of correlation between them and the dotted ellipse the very different region of
relevance for GGA (and LDA). As vdW dispersion forces are characterized by charge
fluctuations in one part of an atomic system electrodynamically correlated with
charge fluctuations in another they are truely nonlocal. Common LDA/GGA DFT
functionals depend on the density in local/semilocal ways and give no account of
the nonlocal vdW interaction. Figure adapted from184.

to that of standard GGAs. Motivated by this shortcoming, Klimeš and co-

workers185 designed two exchange functionals for vdW-DF called optB86b

and optB88. These opt functionals arose, then, as a way to take advantage

of the promising vdW-DF scheme for the efficient treatment of dispersion

bonded systems but improving dramatically the accuracy both for disper-

sion and hydrogen bonded complexes through the judicious selection of

its underlying exchange functional. In particular the vdW-DF-optB86 func-

tional performs well for many other kinds of systems and, together with

vdW-DF-optB88145, it has played an important role in showing that vdW-DF

can handle systems characterized by weak chemisorption. For this reason,

for our calculations we discarded the original vdW-DF implementation182

and its next version vdW-DF2186 and tried the Klimeš functionals.
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2.3 Periodic boundary conditions

In general terms, we are interested in solving the eigenvalues and eigen-

functions of the Hamiltonian of a crystal, meaning that our system will have

a certain periodicity. To solve for such a problem, one must first consider

the boundary conditions that the eigenfunctions must satisfy. Given that

we will be interested in the characterization of extended systems, we will

apply Bloch’s theorem to write the wave function of a periodic system as

follows

ψk (r) = e i k·r uk (r) (2.27)

on which the electronic eigen state, ψk (r), is written in terms of the plane

wave, e i k·r, and a periodic function, uk (r), called Bloch’s function. In this

equation, k are the wave vectors of the first Brillouin-zone (BZ) and the

Bloch’s function obeys the following periodicity rule

ψk (r+R) = e i k·R ψk (r) (2.28)

where R is the periodicity of the system. Equations 2.27 and 2.28 are equiv-

alent and both can be used to refer to Bloch’s theorem.

To keep on with the description of our system we discretize the continu-

ous variable k to computationally evaluate the integrals over the BZ needed

to compute many properties such as energies and forces, the density of

states, the charge density, matrix elements, response functions, etc. The

number of k-points –and their weight– needed for your calculation can be

optimized using an specific sampling for the BZ. There are several methods

to choose the k-points meshes to use in a calculation.
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Monkhorst-Pack

The most extended method is the scheme proposed by Monkhorst and

Pack187. The idea is to create an equally spaced mesh in the BZ taking into

account the symmetry of the system. When the mesh is selected you can

choose to make it Γ-centered or not.

Chadi-Cohen

An alternative method for choosing k-point mesh was proposed by Chadi

and Cohen188. In contrast to Monkhorst and Pack, the refinement of the

k-point mesh to obtain higher sampling density is based on a recursive

scheme. However, for cubic symmetry, the outcome of this algorithm can

also be interpreted as a special Monkhorst-Pack grid.

2.4 Choosing the basis set

Another important ingredient in our computational method is the basis

set type. A basis set is a set of functions which are combined in linear com-

binations to create atomic orbitals. In terms of computational efficiency

one have to chose the minimal basis set which still reproduces well the

properties of the system that are going to be analyzed. In order to build the

effective wave functions in the periodic potential, there are two types of

basis sets which are typically used: a set of localized orbitals centered on

atoms189 and the plane-wave (PW) basis sets190,191. Next, we will briefly

introduce these two main methods and the corresponding codes for each

of them that have used to perform the calculations presented in this thesis.

2.4.1 Plane-wave basis sets

DFT has been traditionally implemented using PW basis sets191. A PW basis

set has the advantage of being mathematically simple and it completely
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spans the Hilbert space. PWs cover all space equally and are thus not biased

to any particular region. This is particularly important when one does not

have any a priori knowledge of the form of the electronic wavefunctions.

Although in some cases this can be an advantage, it also results in regions

with null electron density having equal quality of description as regions

of high electron density. It is thus, in a sense, inefficient. Regardless of

the presence of vacuum, PW DFT calculations show a cubic scale with

system size192. Accordingly, most efforts at achieving methods that scale

linearly with system size have concentrated upon localised basis sets193–195.

The description of the Hilbert space can be improved continuously by

increasing the number of PW of the basis, allowing to reach the required

precision for each system as long as it is computationally possible. This

makes this scheme the preferred on for medium-sized systems with high

precision requirements. However, the use of this approach to study large

systems is problematic due to the amount of computational resources

(both CPU and memory) it requires. This is due to the large number of PWs

needed to form a satisfactory basis set for the problem at hand (typically of

the order 100 PWs per atom in the unit-cell).

Using the Bloch’s functions that we have just introduced, the uk (r)

functions can easily be expanded on a plane-wave basis described by wave

vectors belonging to the reciprocal lattice of the crystal. Being

uk (r) =
∑
G

ck,G e i G·r, (2.29)

we obtain that

ψk (r) =
∑
G

ck,G e i (k+G)·r. (2.30)

This is an easy expansion and its main advantage is that its convergence

is controlled by a single parameter which is the cutoff. The cutoff is the

maximum value of |G| and although, for an exact description we would

need an infinite number of these vectors, given that the most relevant
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contributions come from the wave functions with a small kinetic energy

Ek = ℏ2 |k+G|2
2m

, (2.31)

the expansion can be restricted to those terms with lower energy than the

cutoff. The main advantages of this method, then, are the simplicity of the

functions of the basis sets and the easy control of the precision which can

be adjusted with this cutoff –the higher the cutoff the larger the number of

plane waves of the basis and the greater the accuracy–.

However, this expansion results to be inefficient when describing the

inside of the atoms because wave functions of real materials have very

different signatures in different regions of space: in the bonding region

the wave function is fairly smooth, whereas close to the nucleus the wave

function oscillates rapidly due to the orthogonality rule between the wave

functions of valence electrons and the inner core electrons. This is the

source of the difficulty of electronic structure methods to describe the

bonding region to a high degree of accuracy while accounting for the large

variations in the atom center.

In order to solve this problem, you can either use pseudopotentials

to replace the ionic potential and the core electrons or use one of the

augmented plane waves (APW) methods originally invented by Slater196.

The strategy of the augmented-wave methods has been to divide the wave

function into parts –muffin-tin approximation–, namely, a partial-wave

expansion within an atom-centered sphere and envelope functions in the

interstitial regions. The envelope function can be expanded into plane

waves or some other convenient basis set (it can also be used for localized-

orbital basis). Envelope function and partial-wave expansions are then

matched with value and derivative at the sphere radius.

A more recent approach known as projector-augmented-wave (PAW)

method197 generalizes both the pseudopotential method and the linear

APW (LAPW) method 198 in a natural way and allows for DFT calculations
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to be performed with greater computational efficiency. The augmentation

procedure is generalized in a way that partial-wave expansions are not

determined by the value and the derivative of the envelope function at

some muffin-tin radius, but rather by the overlap with localized projector

functions. The pseudopotential approach based on generalized separable

pseudopotentials can be regained by a simple approximation.

For the thesis projects, when we have needed to work with PW basis,

we have used the code that we describe below.

Vienna Ab initio Simulation Package (VASP)

The Vienna Ab initio Simulation Package (VASP)154 is a computer program

for atomic scale materials modelling from first principles. It computes

an approximate solution to the many-body Schrödinger equation, either

within DFT, solving the Kohn-Sham equations, or within the Hartree-Fock

(HF) approximation. Hybrid functionals that mix the HF approach with

DFT are implemented as well. In VASP, central quantities, like the one-

electron orbitals, the electronic charge density, and the local potential are

expressed in plane wave basis sets. The interactions between the electrons

and ions are described using norm-conserving or ultrasoft pseudopoten-

tials, or the PAW method.

In the calculations performed for this thesis we have used the DFT

operation mode of this code with PAW potentials. In this context, this code

is well MPI-parallelized to run in 32-64 processors for calculations with a

single k-point. It is also parallelized for k-points allowing a larger number of

processors for larger k-point meshes. The system size limit for this code is

around a few hundred atoms. The standard/default cutoff energies for the

PW basis sets for PAW functionals are also around 100-300 eV depending

on the chemical specie. Given the parallelization limitations of this code,

for big system sizes the code has to be pushed to its limit when very higher

accuracy is needed. The standard convergence criteria for the electronic
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and ionic relaxations are 1 ·10−4 eV and 1 ·10−2 eV/Å. In Chapter 5, the

precision requirements have forced to go to the limits in terms of cutoffs

and the convergence criteria which are finer than the standards in both

cases (see the details in the methods section of the Chapter).

2.4.2 Localized-orbital basis

The alternative local-orbital DFT methodology is more similar to the stan-

dard quantum-chemical approaches and it describes the effective wave

functions as a superposition of localized-orbitals centered in each unit

cell. This method does not present the computational problem of PW since

good basis sets can be obtained with a reduced number of orbitals. The

wave functions, then, can be expressed in terms of the localized-orbitals, φ,

as follows

ψk (r) = 1p
N

∑
k

∑
µ

∑
R

e i k·Rφµ (r−R) , (2.32)

where µ is a combined index, µ≡ (α, l ,m), that refers to the particular atom,

α (at Rα), atomic subshell l (e.g. 3s,4s,3p,3d), and angular component m

(e.g. px , py , pz).

This equation verifies the Bloch’s theorem and is called Bloch sum. This

localized-orbitals φ can be expressed using Gaussian functions, Slaters199

or numerical atomic orbitals (NAOs) such as Fireball 200 whose particularity

is that they exactly vanish out of a cutoff radius. This way of building your

wave functions is known as local combination of atomic orbitals (LCAO).

In the context of a localized-orbitals scheme, a very important point is

the definition of a suitable optimized local-orbital basis set for the problem

we wish to analyze. In the particular case of the Fireball orbitals, the cutoff

radii of the functions are very sensible parameters. These NAOs are ob-

tained by solving the atomic problem with the boundary condition that the

orbitals go to zero at and beyond a given cutoff radius rc . In other words,

in the definition of the Fireball NAOs the confining potential is zero for
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r < rc and is infinitely high for r > rc . The Fireball NAOs are thus strictly

short-ranged. Therefore, the rc have to be carefully chosen in order to

adjust the results to a good description of your system properties. Apart

from the range or spatial extension of the orbitals fixed by rc , other param-

eters to take into account are the size, related with the number of atomic

orbitals per atom which depends on the required accuracy and available

computational power, and the shape of the radial part. Once the minimal

basis is built, the interactions between the orbitals have to be computed.

Localized orbitals methods usually use an uniform real-space grid rep-

resentation of the electronic wave functions. This offers several advantages,

most notably good computational scalability and systematic convergence

properties. On the other hand, in real space it is possible to work entirely

with local and semi-local operations which enables efficient parallelization

with small communication overhead. The accuracy of a real-space repre-

sentation can be increased systematically by decreasing the grid spacing,

similar to increasing the kinetic energy cut-off in a PW calculation.

As plane waves codes are more trustworthy due to their asymptotic

convergence with the cutoff, they are usually employed to get some bench-

marks when working with localized orbitals codes. Apart from their per-

formance advantages coming from the power of description of a system

with a minimal basis, localized orbitals are connected in a natural way to

the transport formalism that we will be using to perform scanning tunnel-

ing microscopy simulations discussed in next section. Moreover, order-N

techniques195,201,202, in which the computational load scales linearly with

the system size N (N is the number of atoms in the unit-cell), have been

developed, taking advantage of the localized nature of the basis orbitals.

Open source package for Material eXplorer (OpenMX)

The Open source package for Material eXplorer (OpenMX) 155,156 is a DFT

software package under GNU license for nano-scale material simula-
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tions based on norm-conserving pseudopotentials, and numerical pseudo-

atomic localized basis functions. The main advantage of this code is that it

has been carefully designed to be a powerful tool in large-scale ab initio

electronic and structural calculations. Its parallelization scheme is based

on an MPI/OpenMP hybrid approach which optimizes not only the CPU

time consumption and scalability of the calculations, but also the memory

usage. Thus, systems with a few thousand atoms can be treated using the

conventional diagonalization method running it in thousands of proces-

sors. This makes this code an ideal candidate to be run on machines of

the tier0 –fastest supercomputers available, typically in or close to the top

10 in the world– kind. Moreover, this code presents a simple and prac-

tical method for variationally optimizing basis orbitals starting from the

primitive basis orbitals which is based on the force theorem156. Using this

approach, both the computational efficiency and accuracy are maximized.

Standard calculations use convergence criteria of 1·10−6 Hartree for the

electronic self-consistency cycle and 1 ·10−4 Hartree/bohr as the maximum

force tolerance. The default electronic temperature is 300 K and the energy

cutoff –which control the density of the grid on which the cell is divided–

is 150 Ry. For the calculations performed in this thesis with this code, the

sensibility of the system studied has required to go to very low temperatures

and to increase the energy cutoff to improve the precision of the results

(see the details in Chapter 4).

2.5 Scanning Tunneling Microscopy theoretical

simulations

The Scanning Tunneling Microscope (STM) has become a fundamental

experimental tool in the field of nanotechnology and surface science. This

microscopy technique is, in a nutshell, a scanning probe microscopy on

which a very sharp tip scans a surface measuring the tunneling current
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Figure 2.3 a) Simplified scheme of the STM set up where the three pieces needed
for our method have been identified: the tip and sample hamiltonians (represented
in red and blue) and the hoppings (yellow). b) Schematic of tip-sample tunneling.
Energy is along the vertical axis, and density of states of the sample and tip are
along the horizontal axes. Filled states are shown in green. In this case, a negative
bias voltage -eV has been applied to the sample, which effectively raises its Fermi
level by eV with respect to the Fermi level of the tip. This allows for filled electronic
states on the left (sample) to tunnel into empty electronic states on the right (tip).

–with an exponential behaviour with respect to the distance between tip

and sample– generated between them (see Fig. 2.3a). Applying different

voltages between tip an sample different parts of the electronic structure of

the sample can be explored (see Fig. 2.3b). The proper description of the

electronic transport between these electrodes requires solving a complex

non-equilibrium problem.

From the point of view of the theory, methods following different ap-

proximations have been developed in order to explain the STM experi-

mental images. However, most of the times, the approximations used to

calculate it are too simple and, thus, unable to accurately reproduce the

experimental images. One of the most used approaches to the problem is

the perturbative approximation (Bardeen’s tunneling theory203 as applied

to scanning tunneling microscopy) and its simplification called the Tersoff-
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Hamann (T-H) theory204,205. These approximations ignore the effect of the

electronic structure of the tip in the image contrast simplifying –or even

ignoring in the case of T-H– the transport calculation.

Due all the limitations of these approaches, in our group a specific

homemade code has been developed to perform STM simulations206,

based on the non-equilibrium Green-Keldysh formalism to compute the

current, which is able to include all these effects in the STM images. This

formalism is able to account for inelastic electronic processes and all order

electronic multiple scattering –which account for processes of reflexion

and propagation of electrons in both tip and sample– using a very compact

formulation for the current calculation.

Next, we will briefly analyze the problems of the most commonly used

approach, Tersoff-Hamman, and our STM simulation method, discussing

for both of them their pros and cons.

2.5.1 Bardeen’s theory and the Tersoff-Hamman approach

Bardeen’s approximation to the tunneling current203 considerates both the

tip and the sample as isolated electrodes and a transference term is added

to account for the electron tunneling probability. If we use time dependent

perturbation theory then to describe the first order transition probability

we obtain

P(k→k ′) =
2π

ℏ
|Tkk ′ |2ρ f , (2.33)

where Tkk ′ = 〈ϕk |H |ϕk ′〉 is the matrix element between the tip electronic

state (ϕk ) and the sample electronic state (ϕk ′), also known as hopping,

and ρ f is the final density of states (DOS).

If we assume that electrons can only be transferred from an occupied

state to an empty state and that these are elastic processes where energy

must be preserved we get the following equation for the current at first
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order

I = 2πe

ℏ

k ′∈empt y∑
k∈occupi ed

|Tkk ′ |2δ (ϵk ′ −ϵk −eVbi as) . (2.34)

Bardeen proved that that the hoppings could be written as

Tkk ′ = ℏ
2m

∫
S

dS
(
ϕk ′▽ϕk −ϕk▽ϕk ′

)
, (2.35)

where the integral is calculated over the surface separating both electrodes.

Assuming that the tip structure is usually unknown, Tersoff and

Hamann204,205 went a step farther in this approximation considering the

tip as a single spherical orbital with s symmetry assuming that it would

be a good approach to describe a generic metallic tip. In that case, |Tkk ′ |2
could be now written as

|Tkk ′ |2 ∝ ∣∣ϕk
∣∣2 = ρsample

(
rt i p ,ϵk

)
(2.36)

and, therefore, the total current of equation 2.34 becomes

I ∝
∫ ∞

−∞
ρsample

(
rt i p ,ϵk

)[
fT (ϵ)− fS(ϵ)

]
dϵ, (2.37)

where the summation over the states is now an energy integral and the

Fermi functions restrict it to be from occupied states to empty states. At

the conductance level the tunneling current, in this approximation, is pro-

portional to the sample DOS at the tip’s height at the Fermi level, meaning

that the tip follows the lines of constant DOS

I ∝ ρsample
(
rt i p ,ϵk

)
, (2.38)

which can be directly computed with any DFT code.

This equation reveals one of the crucial features needed to understand

STM imaging: the images are not showing topography, what we see is the
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electronic DOS. Topography and electronic structure could have the same

behaviour, but this is not true for all systems.

At his point we can summarize the two main drawbacks of this method

as follows:

1. The distance between tip and sample has to be large in order to be out

of the range where the multiple scattering effects start to be relevant

and, thus, the first order approximation is no longer valid.

2. The tip, which in this method is treated as a single point, must have

a spherical symmetry –without a complex electronic structure or

directionality– because there is no way to include in the calculations

a specific structure. This can hide some tip-dependent behaviours

such as changes in the image contrast. Treating the tip as a point can

also lead to a wrong interpretation of the tip-sample current given

that, what a real tip measures is the average current of the closer

sample atoms.

These approximations sometimes get good qualitative agreement with

the experimental data for measurements performed at large tip-sample

distances, >5-7 Å depending on the system, where the multiple scattering

effects are not important. In order to obtain a quantitative description for

all distances and understand some fundamental behaviours a more ad-

vanced method is needed. It is crucial to include not only the tip electronic

structure effect but also to account for the electronic transport between tip

and sample.

2.5.2 Our approach to the STM: Electronic current with

Keldysh formalism and the two-center approach

The difference of our homemade STM simulation tool with respect to the

previous approach is, in simple words, that the electronic transport is
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properly described. This involves including in the calculation both the

influence of the tip electronic structure in the image contrast and other

effects that arise from tunneling features like the multiple scattering which

is described below. For this purpose, you need to be able to separate

the three pieces of your problem (see Fig. 2.3a): the hamiltonians for

both the tip and the sample and the coupling between them (hoppings).

It necessarily has to be dealt with a localized-orbitals scheme. On the

contrary, PW are not appropriated for this job because the tip-sample

coupling can not be separated from the rest of the system information.

An effective and smart way to solve the non-equilibrium problem

beyond the previous approximations is using the formalism of non-

equilibrium Green Functions207. It can be regarded as one of the most

accurate methods used nowadays to perform this kind of simulations. In

this formalism we can write the total current for T → 0K as

I = 4πe

ℏ

∫ eV

0
dE

[
ρSS (E)Dr

SS (E) tSTρT T (E −eV )Da
T T (E −eV ) tT S

]
,

(2.39)

where Da
T T (E −eV ) and Dr

SS (E) (D for denominators) are the terms ac-

counting for the multiple scattering effects (see Fig. 2.4) and are defined as

Da
T T (E −eV ) = [

1− tT S g a
SS (E) tST g a

T T (E −eV )
]−1 , (2.40)

Dr
SS (E) = [

1− tST g r
T T (E −eV ) tT S g r

SS (E)
]−1 . (2.41)

On these equations ρT T and ρSS are the DOS from tip and sample, tST

and tT S are the hopping terms sample-tip and tip-sample and the g a,r
T T and

g a,r
SS are the advanced or retarded green functions of the isolated electrodes

(tip or sample).

Eq. 2.39 provides a method to compute the current at one tip position.

The numerical treatment that the code does of this problem allows to com-

pute full STM images based on these single point calculations computation.
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Figure 2.4 Scheme of the addition of the multiple processes of reflexion and prop-
agation in both tip and sample (multiple scattering effects). This figure has been
extracted from 206.

For that we just need to feed our code with a precise model describing the

structure and electronic properties of both the tip and the sample. The

Keldysh formalism that we use to describe the electronic transport is com-

patible with a localized orbitals basis. More details about this formalism

applied to this STM code can be found in ref.206.

Using this methodology we could compute the exact current, but the

method is so CPU demanding that some approximations have been incor-

porated in the code to ease the calculations. The code is using two main

ones

1. Two-center approximation for the correspondent tip-sample cou-

pling calculation.

2. The hoppings between all the chemical species involved in the cal-

culation are computed in advance and tabulated for a wide range of

distances. This parametrization enables the code to quickly evaluate

an interpolation of the hopping for a needed distance using this data.

These two approximations allow to simplify the computational scheme

and the expressions written above allowing to get accurate STM images in a

reasonable computing time. The main disadvantage of this method is that,

as tip and sample are treated separately and their hamiltonians computed
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in advance, relaxation effects due to the tip-sample interactions are very

costly to account for.

2.6 Main experimental techniques

The experimental characterization of graphene involves measurements

based on various microscopic and spectroscopic techniques. In this sec-

tion we make a quick review of the most relevant experimental tools with

emphasis in those ones related with the work of this thesis.

In modern surface science a handful of different techniques can be used

to characterize different features of the system under study. Most of them

can be assigned to one of the two big groups of methods. On one hand, we

find the experimental techniques using a wave-like probe –photons or elec-

trons mainly– like Low-Energy Electron Diffraction (LEED), Auger Electron

Spectroscopy (AES), X-ray Photoemission Spectroscopy (XPS), Transmis-

sion Electron Microscope (TEM), etc. On the other hand, we have the

scanning probe techniques, whose probe is a sharp tip placed very close to

the sample. This techniques provide truly local interaction information on

the atomic scale rather than the spatially averaged properties, which allows

the study of individual surface features at unprecedented resolution. The

Scanning Tunneling Microscope (STM) and the Atomic Force Microscope

(AFM) are the main representatives of this second group.

The theoretical analysis on this thesis mostly relies in measurements

obtained with this last mentioned techniques, but we will also comment

some others closely related with the experimental measurements on which

this thesis is based.

Scanning Tunneling Microscope (STM)

The idea of using a scanning probe to visualize the roughness of a sur-

face is actually quite old. As early as 1929, G. Schmaltz208 developed an
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instrument that had much in common with the modern SPMs: the sty-

lus profilometer. A probe is lightly pressed against the surface by a leaf

spring and moved across it; a light beam is reflected off the probe and its

projection on a photographic emulsion exposes a magnified profile of the

surface. The fundamental difference between these instruments and the

modern SPM techniques is the attainable resolution, which is limited by

the relatively unsharpened stylus, the scanning and detection mechanism,

and thermal and acoustical noise.

The STM in particular, has its roots in the topographiner advanced by

Young in 1971209. This non-contact profiler used the current between a

conducting tip and sample to sense the proximity of the surface. It already

used a feedback circuit to keep the working distance constant and piezo-

electric positioners as modern SPMs. Unlike the STM, which places the

tip close to the sample and measures direct tunnelling, it operates in the

Fowler-Nordheim field emission regime210. Because of this and insufficient

isolation from external noise it only achieves a resolution comparable to

that of optical microscopes.

In 1981, the physicists H. Rohrer and G. Binnig from the IBM research

center in Zurich, developed the STM211, a new kind of surface analytical

instrument which allowed to resolve individual atoms on material surfaces

and observe physical and chemical properties related to the behavior of

surface electrons in real space for the first time (see Fig. 2.5). For the first

STM prototype, they improved the vibration isolation of an instrument

similar to the topografiner such that they were able to monitor electron

tunneling instead of field emission between the tip and the sample. From

the beginning, the STM stood out for being able of resolving the surface

structure at the atomic scale and it is now regarded as one of the fundamen-

tal experimental tools in surface science and one of the basic tools which

originated the actual field of nanotechnology 212. This invention deserved

the Nobel Prize in Physics in 1986. H. Rohrer and G. Binnig shared this
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Figure 2.5 Comparison of resolutions of different devices at the time when the
first STM was developed211. Scanning Tunneling Microscope (STM) resolution
corresponds to the shaded area. The resolutions of the high-resolution optical
microscope (HM), phase-contrast microscope (PCM), (scanning) transmission
electron microscope ((S)TEM), scanning electron microscope (SEM), reflection
electron microscope (REM) and field ion microscope (FIM) resolutions are also
shown. This figure has been extracted from 211.

award with the German scientist E. Ruska, designer of the first electron

microscope (EM)213,214.

Until the STM was introduced, it still remained a dream to directly

observe geometric and electronic surface structures on the atomic level.

Compared with other surface analytical techniques there are several ad-

vantages of the STM that has made it a fundamental tool in surface science.

Here we summarize its main features215–217.

• It can achieve atomic-level resolution (typically around 0.1 nm of

lateral resolution and 0.01 nm of depth resolution).

• It can be used not only in ultra-high vacuum but also in air, water, and

various other liquid or gas ambients, and at temperatures ranging

from near zero kelvin to a few hundred degrees Celsius. However,

although the STM itself does not need vacuum to operate (it works in
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air as well as under liquids), ultra-high vacuum is required to avoid

contamination of the samples from the surrounding medium.

• Local surface electronic properties (measured with resolutions of

down to a meV) such as charge-density waves, or the energy gap as

well as spectroscopic images can be provided by the STM.

• STM can be employed for the modification of a surface and for the

manipulation of atoms and molecules through tip-sample interac-

tions –via current, voltage or mechanical interaction–, allowing the

manipulation of matter at atomic scale.

To characterize the sample area, the tip scans all it surface through a

number of parallel profile scans which conform the full STM image. In

order to do this, the STM has two main operation modes: the constant

height mode, on which the tip-sample distance is fixed and the current vari-

ations are recorded; and the constant current mode, on which a constant

tunneling current is maintained during scanning and is the tip-sample

distance at each point what is registered. The latter one is most common

in STM. In addition to scanning across the sample, information on the

electronic structure at a given location in the sample can be obtained by

sweeping voltage and measuring current at a specific location217. This

type of measurement is called scanning tunneling spectroscopy (STS) and

typically results in a plot of the relation d I /dV
I /V –which is proportional to

the local DOS– as a function of energy. The advantage of STM over other

measurements of the DOS lies in its ability to make extremely local mea-

surements: for example, the DOS at an impurity site on a surface can be

compared to the DOS far from impurities218–220.

Regarding the specific systems to be studied in this thesis, it was recog-

nized at an early stage that atomic resolution on HOPG could be achieved

with the STM, in vacuum221, air222 or under liquids223. Graphite became

a standard surface with which to calibrate an STM, since it provided the
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unit cell spacing with good signal-to-noise on the corrugations. STM also

provides high-resolution images of graphene224,225, graphene nanoribbons

(GNRs)226 and even of molecular orbitals of simple molecules118,119,227.

Atomic Force Microscope (AFM)

The same year when H. Rohrer and G. Binnig were awarded with the Nobel

Prize, G. Binnig and his coworkers presented the first AFM228. The AFM,

like the STM, consists on a sharp tip –which in certain models can be

attached at the end of a cantilever– that is used to scan the sample surface.

The difference with the STM is that, when the tip is brought into proximity

of a sample surface, what it measures is the forces between the tip and the

sample.

This new experimental technique immediately showed a tremendous

potential to achieve exceptional results in both the micro- and nano- scale.

However, an extra full decade of development and research was needed

to achieve atomic resolution. It was in 1995 when F. J. Giessibl229 and

S. Kitamura et al.230 simultaneously showed results of AFM operated in

dynamic mode with atomic resolution of the Si(111)7×7 surface in UHV

and at room temperature. Since that moment, dynamic operative modes of

the AFM have become the standard approach providing a huge number of

achievements in nanoscience including chemical identification of different

species on a sample231 or results with intramolecular resolution232,233.

Some of its main features are234–238:

• It can achieve atomic-level resolution, good AFMs offering height

resolution below 0.01 nm.

• It can be operated at different environments not only in ultra-high

vacuum but also in air and liquids. This is specially useful for imaging

biological samples that are commonly found in solution.
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Figure 2.6 Schematic overview of the different AFM operation modes on which
both static and dynamic modes are shown based on measuring different force
sources such as the ones originated by electrostatic and magnetic interactions.

• AFM, like the STM, can be used for atomic manipulation. Changes in

physical properties arising from changes in an atomic arrangement

can be studied through it239,240.

• It allows for chemical recognition of the different species in the sam-

ple231.

The AFM can be operated in a number of modes (see Fig. 2.6), de-

pending on the property under study of the analyzed system. In general,

possible imaging modes are divided, according to the cantilever movement,

into static modes (also called contact) and a variety of dynamic modes

(non-contact or tapping) where the cantilever is vibrated or oscillated at

a given frequency. In this last group235, the most used are the amplitude

modulation (AM), where the actual value of the oscillation amplitude is
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Figure 2.7 A representation of a diamond tip with a two nanometer radius indent-
ing into a single atomic sheet of graphene. Figure extracted from22.

employed as a measure of the tip-sample distance; and the frequency mod-

ulation (FM) operation modes, which uses the cantilever deflection as drive

signal, thus ensuring that the cantilever instantaneously adapts to changes

in the resonance oscillation frequency. In the context of graphene, the AFM

has been used to image its topography225,241 as well as its edges232,242,243

and defects on top of it244.

The AFM also provide a way to study the mechanical properties of the

samples through indentation experiments (see Fig. 2.7). In particular, there

have been several groups measuring the elastic properties and intrinsic

breaking strength of free-standing monolayer graphene membranes by

nanoindentation using AFM22,127.

Low energy electron diffraction (LEED)

This technique was discovered in 1927 at Bell Labs245 confirming the L.

de Broglie hypothesis 246 –the wavelike nature of all particles– experimen-

tally by showing the appearance of diffraction patterns of backscattered

electrons fired at a nickel target. However, it did not become a popular

tool for surface analysis until the early 1960s. The main reasons were that

monitoring directions and intensities of diffracted beams was a difficult

experimental process –due to inadequate vacuum techniques and slow de-

tection methods– and also that it requires well-ordered surface structures
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Figure 2.8 LEED patterns obtained from G/Pt(111) samples. In the experimental
images a) and c), the points show the periodicity of the Pt(111) substrate and the
arcs are related with the graphene. In a) half of the graphene arcs are aligned
with the Pt(111) points while in c) they are all alternated. This denotes a different
graphene-metal orientation –meaning different Moiré patterns– in the two sam-
ples reveling a weak interaction between the two materials. b) and d) are schemes
of the experimental LEED patterns in a) and c) respectively. This figure has been
extracted from 248.

– the cleaning techniques for metal surfaces first became available much

later–247.

The usual LEED device consists of an electron gun firing a collimated

electron beam onto a crystalline sample. Some of the electrons incident

on the sample surface are backscattered elastically, and diffraction can be

detected if sufficient order exists on the surface. This typically requires a

region of single crystal surface as wide as the electron beam, although some-

times polycrystalline surfaces such as highly oriented pyrolytic graphite

(HOPG) are sufficient. It is very useful for identifying surface structures

and reconstructions as it is directly related to the 2D reciprocal lattice of

the surface crystal symmetry. The extreme selectivity to the surface ter-

minations together with its simplicity, makes LEED an ideal technique for

surface characterization prior to measurements through more complex

methods. In Fig. 2.8 we show an example of the LEED characterization of

a G/Pt(111) surface –which will be important for our theoretical studies–

taken by one of our experimental collaborators248.
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Transmission Electron Microscopy (TEM)

This is another important subnanometer-resolved technique also based, as

in the LEED, on characterizing a sample using an electron beam. When an

electron beam interacts with the samples there are many types of signals

that are produced by secondary electrons, backscattered electrons, X-rays

or diffracted electrons (in crystalline samples) among others. These signals

can all be studied using similar instruments with different detector attach-

ments, but each one yields different information/insights about the sample.

In the TEM case what is collected is the information of the transmitted elec-

trons. An image is formed from the interaction of the electrons transmitted

through a sufficiently thin specimen. It was the first of the electron mi-

croscopy family invented by M. Knoll and E. Ruska in 1931213,214. Time

after the first working version, thank to the development of new aberration

correction techniques249,250, the resolution of these tools could be dramati-

cally increased giving rise to a new TEM imaging mode, the High-resolution

TEM (HRTEM). The HRTEM is a powerful tool to study properties of mate-

rials on the atomic scale, such as semiconductors, metals, nanoparticles

and sp2-bonded carbon such as graphene or carbon nanotubes. It has also

been used to study defects on graphene such as vacancy defects, edges or

grain boundaries251. The main disadvantage of this technique is that it

only works with ultra-thin samples.





CHAPTER 3

SUBLATTICE LOCALIZED ELECTRONIC STATES IN

ATOMICALLY RESOLVED GRAPHENE-PLATINUM

EDGE-BOUNDARIES

3.1 Introduction

The breaking of the perfect 2D periodicity of graphene in the presence of

topological defects or in strain relief structures modifies significantly its

electronic properties58,59. In particular, graphene nanobubbles have been

suggested to present pseudomagnetic associated Landau-levels60, and

electronic one-dimensional edge states have been revealed to be localized

in graphene nanoribbons252. These recently developed nanoarchitectures

could open the door to tune the electronic transport of graphene-based

electronic devices by ribbon or boundary engineering.

1D extended structures in graphene are central to this effort242,253. The

electronic structures of grain boundaries of polycrystalline graphene254,

graphene nanoribbons (GNRs)128,255, or edges have been extensively stud-

ied123,256. Theory predicts that the electronic properties of the edges can be

tuned by the orientation of their ending (zigzag, armchair, mixed), possible

reconstructions (pentagonal, heptagonal and higher order rings), and their
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Figure 3.1 Scheme for visualization of the difference between border-like and
step-like edges. Figure adapted from 264.

chemical functionalization (normally H passivation)123,128,256–258. Electron

microscopy experiments were the first to provide a structural characteri-

zation of graphene edges with atomic resolution using either aberration-

corrected TEM images259 or scanning transmission electron microscope

(STEM) 260. Recent dynamic atomic force microscopy (AFM) studies have

presented this technique as an ideal tool to the study of atomically precise

carbon nanostructures232,242,243. Scanning tunneling microscope (STM)

measurements performed on graphene patches deposited on different sub-

strates252,261,262 added the possibility to correlate the structure with the

local electronic properties. Even though atomic resolution was achieved

in those experiments, STM was unable to reveal the details of the edge

termination due to the interaction with the substrate. STM experiments

based on graphene islands grown directly on a metallic substrate256,263

offer the possibility to study not only the edges “flying freely” on the lower

substrate terrace (step-like edges) but also those bound to the upper ter-

race of the substrate (border-like edges) –both are depicted in Fig. 3.1–.

Although these studies were able to show a correlation between the atomic

corrugation at the graphene edges and the Moiré pattern of G/Ir, where the

absence of electronic G-edge states has been reported257, an atomically

precise description of graphene contacts with metallic substrates is still

missing.

In this chapter we provide the first combined experimental and theoret-

ical atomistic description of the in-plane contact region formed along the

1D interface in a graphene-metal heterostructure and unveil its electronic
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properties. Our collaborators from the group of J. A. Martín-Gago at the

Instituto de Ciencia de Materiales de Madrid (CSIC) have been able to ob-

tain high-resolution room temperature STM images of atomically resolved

border-like edges of graphene on Pt(111) steps. We have combined these

detailed experimental results with DFT simulations to fully characterize the

atomic structure of the Pt-graphene edges, which allow us to understand

their electronic properties. Our results contrast with the ones obtained for

the G/Ir edges system257, as we reveal the presence of 1D electronic states

that are highly localized exclusively in one of the graphene sublattices. The-

ory predicts, and STM images confirm, that this state is mainly confined

on the first lines of carbon atoms of the edge. This state is very robust and

despite the thermal broadening it is possible to observe it even using a

room temperature STM instrument. This combination of sublattice and

edge localization would make possible the design of a dual-channel device

based on a graphene nanoribbon contacted with two different border-like

edges.

Moreover, our results also shed light on the role of the substrate steps

in the nucleation and formation of different Moiré patterns on metal sur-

faces. The characterization of the particular periodicities found in these

superstructures and their possible origin have been subjected to numerous

studies (see59,101,265 and references therein). Here we present an atomic-

scale description of the bonding arrangements at the interface between a

Pt(111) step and a graphene island that brings a deeper understanding of

this point. Our results show that graphene nucleates on the Pt steps induc-

ing a 1D reconstruction on the Pt atoms, which are coupled to graphene

ending in a zigzag configuration. We exploit these observations to show

that the precise structure of these edges is responsible for originating the

particular orientation of the formed Moiré patterns.
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3.2 Experimental methods and theoretical de-

tails

3.2.1 Experiments

Experiments performed by our experimental collaborators were carried

out in an ultrahigh vacuum (UHV) chamber with base pressure of 1·10−10

mbar. The Pt(111) single crystal sample was cleaned by repeated cycles of

Ar+ sputtering and subsequent annealing at 1200 K. After several cycles, the

sample purity was checked with LEED and STM. Once the sample was free

of contaminants, they proceeded to graphene growth. For that purpose

they exposed the clean Pt(111) to a partial pressure of propane (C3H8) of

1.1 ·10−8 mbar during 15 min keeping the sample at 900 K and subsequent

annealing at 1050 K during 20 min. Submonolayer coverage of graphene

islands was observed in the STM sessions with an estimated coverage of

>0.1 ML.

STM images were acquired using a room temperature (RT) microscope.

They used both topographic and quasi-constant height modes with typical

biases of -250 mV to 250 mV and currents between 0.1 nA and 4 nA. WSxM

software was used for data acquisition and image analysis266. The thermal

drift was corrected with a homemade program, which resized the images

for a given hexagonal unit cell by keeping the fast scan axis as the reference

distance.

Quasi-constant height images were acquired tuning the scanning condi-

tions to constant-height but with feedback parameters reacting more slowly

than usual conditions while recording the current map. This way, STM im-

ages are showing the difference between the current set-point and the

actual current measured in each point recorded during the conventional

STM operation with the feedback on. With these measurement conditions

they were successful in simultaneously resolving the Pt atoms within the
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Figure 3.2 STM images of one of the scanned edges with a zigzag graphene ending
(2.5×2.5 nm2). a) Filtered image recorded in constant current mode. b) Unfiltered
image recorded in quasi-constant height mode. c) FFT-Filtered image of b).

Pt(111) regions and the C atoms within the graphene islands. These excep-

tional resolving conditions could not be achieved under any other working

mode explored. However, obtaining these high-resolution STM images is

very demanding and tip crashes are relatively common. Notice that the

information obtained by topography and quasi-constant height images

is exactly the same, and that the only difference between both modes is

an increased atomic resolution, as the step jump is not followed properly

by the scanning tip inducing poor imaging resolution in regular feedback

loops. This is evidenced in Fig. 3.2, where the topographic and the quasi-

constant height images are presented. They have also presented for the

quasi-constant height the process of Fast Fourier Transform (FFT) filtering.

This process eliminates noise coming from the experiment without altering

the atomic features of the measurement.

3.2.2 Theory

DFT Calculations

We have calculated all the structural and electronic properties using DFT

as implemented in the VASP code154. For these calculations, we employed
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the PBE160 functional empirically corrected to include van der Waals in-

teractions (using the D2 Grimme approach143) projector augmented wave

(PAW) pseudopotentials197, and a plane-wave cutoff of 400 eV.

Designing a cell with a reasonable size to simulate an extended system

like this one with a wierd symmetry is not an easy task. The system had to

be chosen in such a way that with a minimum atom number and cell size

all the important properties are still represented in this system. To avoid

the simulation of an infinite G/Pt(111) step edge we played with the Pt layer

stacking in order to reduce the system size in an ingenious way that we

describe below.

We have exploited the intrinsic periodic nature of the calculations,

considering a unit cell where we cut the Pt surface and enforce a shift in

the z coordinate of the cell (see Fig. 3.3) to recover the periodicity (the ABC

stacking of the metal). In this way, we have still a quite realistic description

of the system without the need to include the other half of the Pt slab,

reducing significantly the computational effort. Nevertheless, we have

kept the longer G ribbon (including a free standing region) to ensure that

both G edges (the one in contact with the Pt and the one saturated with H

atoms) are effectively decoupled. The cell includes a slab of 5 layers of Pt

at which a single sheet of graphene (a 3×12 cell with 72 atoms) has been

attached. The 4 lower Pt layers contain 28 atoms each, while the one on top

has half the area of the others (14 atoms) and the graphene layer is bonded

to its free edge. The reason why we have imposed in our model the 3×
periodicity along the edge is, as we will see later, that is the most common

and best characterized in the STM measurements. To make the electronic

properties of the flake more realistic, we have saturated the other border

with 3 H atoms. This edge does not pretend to mimic any border of the

simulated experiments. Calculations with a flake half the length of the one

in Fig. 3.3, confirm that the structural properties of the G-Pt boundary are

not significantly affected by the flake length. The lattice constant of the Pt
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Figure 3.3 Scheme of the theoretical simulation of the step. The unit cell, shown
on top, is repeated to create the step, as illustrated below. The atoms that are
highlighted in green were fixed in the z direction during the relaxation while the
ones highlighted in yellow were fixed in all directions.

crystal was optimized for both PBE (to have this value as a reference) and

PBE-D2, obtaining a value of 3.98 Å for the first and 3.95 Å for the latter.

However, the mismatch between the C and Pt lattices in the 3×3 Moiré

of G/Pt(111) is small (0.6%), and in our calculations we decided to fix the

size of the supercell to match the relaxed graphene lattice (a0 = 2.46 Å)

calculated with PBE-D2.

We have constructed several different initial configurations with slightly

different positions for the atoms in the G-Pt contact. For these structural

relaxations, we have only fixed the positions of the Pt atoms of the three

lowest layers and the z coordinate of the C atoms of the half sheet next to

the free edge (H-terminated) as to simulate the G-Pt distance that we would

expect in a G-flake over a Pt terrace 267. The final structures correspond to

energies converged better than 10−4 eV/atom and forces smaller than 0.02

eV/Å. We have used a 2×6 Γ−centered Monkhorst-Pack grid to make the

relaxation of the structures. For the DOS calculations, we first evaluated
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the electronic charge over a 2×21 Γ−centered Monkhorst-Pack grid, and

then we calculated the DOS over a 4× 75 Γ−centered Monkhorst-Pack.

Together with this very fine k-points mesh we have chosen a small value

for the broadening (σ= 0.05eV) which make us very confident about the

convergence of the calculations.

We have included the vdW interaction using the Grimme-D2 ap-

proach143 approach. In order to apply it to our system, we have had

to provide the parameters for platinum as they are not automatically in-

cluded in the implementation. We have calculated them ourselves as

C6(P t) = 20 J·nm6/mol and R0(P t) = 1.9 ÅṪhey have proven to be suit-

able to describe the G/Pt(111) surface successfully in previous works267

and the results compare very well with those obtained with other vdW

schemes that work well with metals (Grime-D3174 and optB86b145). We

used the default values given in ref. 143 for the rest of the chemical species.

The results shown on this chapter are calculated without including spin

polarization but we have also explored the possible magnetic solution of

the system allowing it. We found that the interesting border was not mag-

netic while we recovered the expected magnetization in the H-terminated

graphene end. As we focused our study in the G-Pt boundary edge we stuck

to the non-polarized scheme.

STM profiles

The experimental STM images can be deeper understood with the help of

theory. In our approach, introduced in Chapter 2, we use a nonequilibrium

Green’s function formalism to evaluate the currents268, using the OpenMX

code155 to map the Hamiltonian into a local orbital basis, and an idealized

Pt apex with a single d z2 orbital to represent the microscope tip. Besides,

all the simulations include the contribution to the current of multiple scat-

tering processes, that are mandatory when exploring the short tip-sample
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distance range268. This model produces atomically resolved profiles, which

is important for the understanding of the experimental images.

3.3 Experimental STM results

The constant current STM image on Fig. 3.4a shows a graphene island (rep-

resented in gray color) which grows attached to the upper part of a Pt(111)

step. The usually straight Pt step-edge has been altered from its original

shape during the graphene growth. In this image, approximately half of the

graphene island is embedded in the upper terrace (with respect to the Pt

steps), adjusting itself to the crystallographic directions of the substrate.

This morphology indicates significant mass transport of Pt atoms during

graphene growth and differs from the structures reported for graphitiza-

tion on other metal surfaces, such as Ir(111)98,262 or Ru(0001)93, where

graphene normally grows over the metal steps without altering the metal

substrate.

Three different rotational domains of graphene separated by nonpe-

riodic grain boundaries can be clearly identified in the island of Fig. 3.4a

(see squared lines). The upper domain is rotated 19 .1◦ with respect to the

surface [11̄0] crystallographic surface direction, which in the image runs

parallel to the vertical direction, and it exhibits a superstructure periodicity

of 7.38 Å. This graphene superstructure is usually denoted as (
p

7×p7)R19◦,

with respect to the Pt(111) surface, G(3×3), with respect to the graphene

surface vectors, or βG/Pt(111), according to the notation introduced in

reference101. The middle domain is rotated 8◦ and presents a periodicity of

13 Å; it most likely corresponds to (
p

31×p
31)R9◦ or εG/Pt(111). Finally,

the lowest domain is small in size and our collaborators were not able to

attain Moiré resolution to deduce the graphene orientation.

The upper (
p

7×p7)R19◦ domain of Fig. 3.4a exhibits a polygonal shape

with four border-like and three step-like edges263. STM topographic profiles
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Figure 3.4 a) Constant current STM image (31×31 nm2 , sample voltage Vs = 100
mV, tunneling current It = 3.9 nA) showing a graphene island embedded in a
Pt(111) terrace exhibiting three different Moirés; the graphene-graphene edges be-
tween Moirés are represented with squared lines overimposed. b) Drift corrected
quasi-constant height STM image (6 ×8 nm2 , Vs = 42 mV, It = 2.5 nA) displaying
a detailed view of three border-like edges of the solid black squared region in a).
Black arrows indicate the [11̄0] and equivalent Pt crystallographic directions. c)
Profile recorded in topographic mode corresponding to the dashed line marked
in a). d) High-resolution, unfiltered, atomically resolved, quasi-constant current
STM image of the ZZ1 edge corresponding to the pointed line rectangle marked in
a) (12.6×6.8 nm2 , V = 40.2 mV, I = 5.2 nA). The inset shows the surface crystallo-
graphic vectors of the edge and graphene structures with respect to the surface
vectors of the Pt(111) (suffix Pt), and respect to the surface vectors of graphene
(suffix G). All images have the same scanning direction, which is parallel to the
horizontal.
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(see Fig. 3.4c) confirm the existence of both G-metal boundaries, showing

different height jump decay for border-like and step-like edges. The atomic

resolution at the border-like edge strongly depends on the tip termination.

Although in some cases, as the one shown in Fig. 3.4d (corresponding to

the pointed-line rectangle in the Fig. 3.4a), the resolution is very good,

this is not a usual case. As we have said before, to routinely enhance the

resolution at the G-Pt boundaries, we have recorded quasi-constant height

STM images. As was advanced in Fig. 3.2, both STM topographic and

quasi-constant height images show the same atomic features on the same

positions, but the atomic resolution at both sides of the step is strongly

enhanced, as it is shown in Fig. 3.4d. The improved resolution at the edge

is also clearly illustrated in Fig. 3.4b where the quasi-constant height STM

images exhibit atomic resolution not only on the Pt(111) terrace and the

island but also at the interface.

Interestingly, some of these edges maintain a crystallographic relation-

ship with the Pt substrate. This is the case of the edge shown in the constant-

current image of Fig. 3.4d, where long-range order is appreciated at the

interface between Pt and graphene. The inset shows the crystallographic

vectors with respect to the surface unit cell of Pt(111). High-resolution STM

images allow a systematic characterization of all of the different border-like

edges on the (
p

7×p7)R19◦ graphene Moiré shown in Fig. 3.4. These results

are shown in Fig. 3.5, where edges have been labeled as ZZ (for a zigzag

graphene ending) and A (for an amorphous or armchair configuration).

Border A1 is parallel to the [11̄0] Pt crystallographic direction, while borders

ZZ1 and ZZ2 run along the [32̄1] and [13̄2] directions, respectively, forming

19◦ and 41◦ with the [11̄0] direction. A1 and A2 edges present a disordered

structure with two different independent atomic structures (for example,

A2 border presents a mixture of armchair and zigzag termination), whereas

the other two edges, ZZ1 and ZZ2, are crystalline.
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Figure 3.5 Atomically resolved quasi-constant height STM images (2.5×2.5 nm2)
of the zigzag edge number 1 (ZZ1), It = 5.2 nA, Vs = 38 mV; the amorphous edge

number 1 (A1), It = 2.4 nA, Vs = 42 mV, the arrow indicates the Pt [1 1̄0] direction;
the zigzag edge number 2 (ZZ2), It = 3.8 nA, Vs = 47 mV; and the amorphous edge
number 2 (A2), It = 5.2 nA, Vs = 38 mV. Blue/gray regions are identified by the
lattice symmetry to be Pt/G, respectively. A boundary region of 3 to 4 atomic rows
is also clearly observed with atomic resolution. These images have been drift
corrected and FFT filtered.



3.4 Theoretical interpretation of the experiments 91

3.4 Theoretical interpretation of the experi-

ments

Most atomically resolved edges show regions that can be unambiguously

assigned to Pt and G (blue and gray colored areas on Fig. 3.5, respectively)

and a boundary area of 3 to 4 atomic rows, where the atoms although

clearly visible cannot be directly ascribed to a particular chemical element

(gradient colored area). As a result of ab initio simulations based on DFT

for a graphene flake attached to a Pt step, a much deeper understanding of

these edges can be achieved.

3.4.1 Unveiling the structure of the G-Pt step boundary

Fig. 3.6 shows the main results of these calculations. Starting from different

initial structures for the G-Pt interface, we have obtained a stable config-

uration where the stress induced in the G-Pt junction has been relaxed

with a rearrangement of the outermost Pt atoms of the single-atom step

(see Fig. 3.6a,b). The unit cell of our system involves three nonequivalent

Pt atoms directly bonded to graphene. To ease the visualization, we have

marked them with blue, red, and green colors in the figure. These Pt atoms

undergo both out-of and in-plane displacements. The red Pt atom on Fig.

3.6 protrudes 0.65 Å out of the Pt terrace plane and it moves in plane from

its original position ∼ 1 Å toward the graphene forming a bond with an

unsaturated C edge atom. As a result, a hole is created on the Pt side. This

can be visualized in Fig. 3.6a as the vacant region beneath the red Pt atom.

The blue and green Pt atoms also passivate one outermost C atom each,

but they show lower strains and displacements, and the more significant is

the -0.15 Å out-of-plane displacement (inward relaxation) of the blue atom

on Fig. 3.6.
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Figure 3.6 (a and b) Ball-and-stick model of the atomic configuration of graphene
on the Pt(111) step edge calculated with DFT. Bond distance (a) and out of plane
displacement (b) of the Pt edge atoms are indicated. c) Quasi-constant height
STM image (3.5×1.6 nm2) and overlay of the calculated structure for edge ZZ1.
d) Local density of states (LDOS) for the 1st (red), 2nd (blue), 3r d (green), and 4th

(pink) rows of C atoms belonging to the same sublattice and for the 1st (orange)
one of the other sublattice. An electronic state at approximately +0.8 eV above EF

is clearly observed only in one sublattice and is mainly localized on the edge row.
This state extends into the Pt row in direct contact with the graphene, as shown
in the inset, where the theoretical LDOS of this Pt row is shown with and without
the graphene flake. The electronic state at approximately +0.8 eV appears in the
case of the complete system while it is missing in the isolated metal. e) Theoretical
constant-height STM simulations of a profile through one of the A-sublattice lines
depicted below in both side view and top view where the line profile is highlighted
by a dashed red line. Currents at a tip-sample distance of 2.75 Å with respect to the
uppermost atom in the cell including multiple scattering contributions for 0.05 V
(red), 0.10 V (green), and 0.20 V (blue) bias voltages are shown. The rescaling of
the profiles for 0.10 and 0.20 V allow us to check that the behavior is not affected
by the voltage used.
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This atomic structure mimics with great accuracy the atomically re-

solved experimental STM images (see Fig. 3.6c) for the ZZ edge. The strain

induced on the Pt side is localized mainly on the outermost Pt atoms and

only slightly propagate to the second Pt row. While free-standing zigzag

edges should undergo reconstruction, no relevant rearrangement is ob-

served on the graphene side in our results. The external C atoms of the

zigzag edge are covalently bonded to the metal step, keeping their graphene-

like positions. This covalent interaction between graphene and Pt, already

theoretically proposed for Cu, Co, and Ni(111) surfaces269,270 and observed

with STM on G/Ir263, passivates the graphene dangling bonds and stabilizes

the zigzag structure271.

Our calculations have found another stable configuration. The match

between this theoretical structure and the STM experimental images for

ZZ1 and ZZ2 edges is clearly worse. However, for the shake of completeness,

we next analyze this other structure and compare it with the one already

described.

3.4.2 An alternative configuration for the boundary

When relaxing the system from different initial configurations of the G-Pt

interface, two stable structures were found in the calculations. The main

difference between them is the position of the atoms in the edge: while in

Fig. 3.6b the Pt atoms move towards the graphene flake and the C atoms are

close to the typical graphene sheet ones, in Fig. 3.7b the Pt atoms remain

almost in bulk positions and the C atoms are the ones moving towards the

Pt. Besides, in the first case we have just three Pt atoms bounding with

the three C atoms (see Fig. 3.6a), while, in the second one, we have one

C-Pt bond and another Pt atom passivating the other two C atoms (see

Fig. 3.7a). The match between this alternative theoretical structure and

the STM experimental images for the ZZ1 and ZZ2 edges is clearly worse

(see Fig. 3.7c) than for the structure previously proposed. The energy of



94 Graphene on platinum step edges

Figure 3.7 a) and b) Ball-and-stick model of another stable atomic configuration
for the contact between graphene and a Pt(111) step edge calculated with DFT.
Distance bonds, a), and out of plane displacement, b), of the carbon edge atoms
are indicated (in this case the Pt atoms remain close to bulk positions). c1) and c2)
overlay of the relaxed structure with the best-fit STM images. It can be seen that
the fit is worse than in the other configuration. Areas where there is a clear conflict
between the image and the structure are highlighted. Circled in green there are
some areas showing electronic density in the experimental STM image while
regarding the theoretical model there should be no atoms or bonds there. The
carbon rings bordered by the yellow dashed line show a considerable mismatch
between the theory and the experimental data. d) Local density of states (LDOS)
of the graphene atoms for the 1st (red), 2nd (blue), 3r d (green) and 4th (pink) row
of carbon atoms belonging to the same sublattice and for the 1 st (orange) one of
the other sublattice. A localized electronic state at an energy of ∼+0.8 eV (above
EF ) can be observed only in one sublattice, although is not compared to the other
step model. e) Local density of states (LDOS) of the Pt atoms at the edge of the
step that are bond to the carbon atoms (solid red) versus the same atoms in a step
without a graphene flake attached (dashed red). We can no longer see the localized
electronic state in the Pt LDOS.
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the two models is very similar although the configuration that has a better

agreement with the experiments has lower energy. The energy difference

between both models is ∼ 75 meV.

3.4.3 Details of the electronic structure of the G-Pt step

boundary

The good match between the calculated atomic structure and the experi-

mental STM images also motivates us to characterize the electronic struc-

ture at the edges by calculating the local density of states (LDOS) associated

to this nanostructure. The boundary configuration showed in the Fig. 3.6,

presents a clear electronic edge state at ∼ 0.8 eV above the Fermi level with

a FWHM of 0.2 eV. It derives from the graphene π-band. Freestanding

graphene edges are characterized by the presence of a localized state at the

Fermi level. In our case, both the charge transfer between the flake and

the metal and the strong G-Pt interaction broaden this peak and shift it

toward positive energies resulting in the peak that we observe at about +0.8

eV. The contribution to the DOS of each one of the C edge atoms (see Fig.

3.8a) is very similar as the chemical environment is mostly the same for the

three atoms. This peak extends only over one of the sublattices, A, and it

rapidly decays going inside the flake but is uniform parallel to the edge (see

Fig. 3.8a). Its position with respect to the Fermi level and its decay length

–that we analyze later– are similar to the ones associated with a single atom

vacancy on graphene on Pt267. As in this case, the magnetic moments asso-

ciated with the G-edge in free-standing graphene are quenched due to the

interaction with the metal. This result contrast with that of ref.257 where

the authors show that the edge states at Ir(111) are quenched by the strong

interaction between the metal and the graphene. In this case, the graphene

edges are hybridized with the substrate. The graphene-metal interaction is

much stronger than that in Pt, and therefore, it is able to modify the sp2

hybridization of the edge-G/Ir atoms and to block the edge-state.
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Interestingly, we have also study how the edge state of the G-Pt bound-

ary extends into the Pt due to strong C-Pt interaction. Fig. 3.8c shows the

LDOS projected on the Pt atoms bound to G. Clear traces of the G state

at ∼ 0.8 eV are observed on the three Pt atoms, indicating a good metal

contact between Pt and G. For reference we also show in Fig. 3.8d the LDOS

of the total Pt and the total C contributions. In the latter we can appreciate

both peaks: the one of the step edge and the H-terminated one.

If we look at the total graphene contribution to the DOS of the system

in Fig. 3.8d, another peak at the Fermi level can be clearly observed. This

one is associated with the H-terminated edge: the peak of the LDOS cor-

responds in this case to the contribution of the atoms of the sublattice B

(the LDOS of the nearby atoms of the sublattice A is suppressed) and it

decreases as you get away from the first row (see Fig. 3.8b). The Pt is too

far (in all directions) to have any influence on the LDOS of these atoms

and thus the peak is centered at ∼ 0 eV58,253. The peak is narrower than the

other in which the interaction with Pt has result also in broadening123.

The LDOS shows other peaks, like those at ∼+0.6 eV and ∼+1.1 eV, that

can be explained by the finite size of our model graphene nanoribbon58.

The presence of the G-edge has a profound influence not only for en-

ergies around the edge state at ∼+0.8 eV but also in a wider energy range

including the Fermi level. Our calculated LDOS at zero energy shows the

same spatial decay found for the main peak (see Fig. 3.9).

Low bias simulated STM images should display this behavior and this

is indeed what we observe. In Fig. 3.6e, we show the results of different

constant height STM simulations of a line profile scanning the A-graphene

sublattice, the one whose atoms are in direct contact with the metal. There,

the decay of the electronic states associated to the G-edge for energies close

to the Fermi level (see Fig. 3.6e) can be seen along with its dependency

with the voltage. The periodic protrusions decaying in intensity as we move

into the graphene layer are the most characteristic attributes.
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Figure 3.8 a), b) and c) LDOS of the atoms depicted in the ball-and-stick model
corresponding to the atomic configuration shown in Fig. 3.6. In a) we can see
that the LDOS of the C atoms in sublattice A (the sublattice to which the C atoms
bonded to the Pt atoms belong) decreases as we get away from the step. As the
chemical environment of the 3 C atoms of the step edge (1A1, 1A2 and 1A3) is
very similar, the LDOS of each of them is almost the same. On the other hand,
we can see that in the opposite end of the graphene flake simulated (saturated
with H atoms) is the other sublattice b) the one that has a peak in the LDOS that
decreases as we move away from this end. The C atoms of the sublattice A at that
end (orange) have a very small LDOS. In c) we can see the LDOS of the Pt atoms
bonded to the C atoms. As it happens in the case of the first row of C atoms the
LDOS of the 3 Pt atoms (Pt1 in blue, Pt2 in green and Pt3 in yellow) are very similar.
We can see the same localized electronic state at ∼+0.8 eV appearing in the LDOS
of the entire row in our system (black solid line) compared to the LDOS of the
system without the graphene flake (black dashed line) that does not show any
peak at this voltage. d) The addition of the LDOS of all the Pt atoms (left scale) and
all the C atoms (right scale).
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Figure 3.9 Zoom in the LDOS of the different rows of the A sublattice of the
graphene flake as they are named in Fig. 3.8. The decay of the LDOS while you
go away from the edge that can be seen in the main peak is also present at the
surroundings of the Fermi level.

On the other hand, in Fig. 3.10 the decay of the state in the two sublat-

tices can be compared. In this case the simulations are performed at 0.05 V

at different tip-sample distances, being one of them the same used in Fig.

3.6 (2.75 Å with respect to the uppermost atom in the cell). In this case the

decay length of sublattice A is 5.9 Å while the value for the other sublattice

is more than double, 13.7 Å.

Another feature can be observed in Fig. 3.10: the dependency of the

relative height between Pt and C atoms with the tip-sample distance. In

Fig. 3.4 it can be clearly seen that in the experiments the Pt is brighter than

the C. However, in the theory this relative brightness totally depends on

the tip-sample distance. The larger it is, the brighter the Pt with respect

to the C. For small distances, the C atoms are even brighter than the Pt

ones. Of course the first rows of C are always quite bright because of the

localized state but, after the first rows, the isolated-graphene-like profile
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Figure 3.10 STM constant height profile simulations at a bias voltage of 0.05 V .
Results for tip-surface distances (measured with respect to the uppermost atom
in the cell) of 3.00 Å a), 2.75 Å b) and 2.50 Å c) are shown. The different profiles
are depicted in d) being in red the profile through the sublattice A atoms of the
graphene, in green the profile through the sublattice B atoms and in blue the
sublattice through the Pt atoms. The values of the blue profile are similar to the
red profile in the Pt region even though the latter does not goes through top Pt
sites. Decay lengths are calculated for the states localized in each of the sublattices.
From a) to c) the decay lengths for the sublattice A are 5.9 Å, 5.9 Å and 6.1 Å while for
sublattice B we have 12.6 Å 13.7 Å and 16.2 Å. These decay lengths are calculated
by fitting to an exponential decay function (black dashed lines) the maxima of the
current oscillations (black dots) for each case.
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arises. After that, the current starts increasing again even in the sublattice

A atoms. That is not because the state is located there, but an effect of the

presence of the tip in the calculation which is seeing the wider DOS peaks

located in the sublattice B atoms. That is why the peaks in both profiles

(red and green of Fig. 3.10) are in the same spatial position, the position of

the sublattice B atoms, and not slightly shifted from each other as should

be if the peaks coincide with the position of the atoms of each sublattice.

3.4.4 Electronic structure of the alternative configuration

The structural differences between the two configurations presented reflect

in changes in the electronic properties (Figs. 3.7d, 3.7e and 3.11). Due to

the stronger C-Pt interaction in this alternative structure, the peak in the

LDOS projected on the C atoms at the step edge (see Fig. 3.7d) is wider and

lower in energy. We can no longer see a clear trace of this state in the LDOS

projected on the Pt edge atoms (Figs. 3.7e and 3.11c). Differences in the

bonding configuration of the carbon atoms show up in the corresponding

LDOS (Fig. 3.11a), at variance with the identical behavior found for the

other structure discussed (Fig. 3.8a). As expected, the behavior of the other

border of the flake saturated with H atoms (see Fig. 3.11b) is very similar

in both models. Fig. 3.11d compares the total LDOS of the Pt with the

total C LDOS (in a different scale). In spite of the quantitative differences

described above, the electronic states associated with the two structures

for the G-Pt edge share the same spatial localization properties: they are

confined in one of the graphene sublattices and decay very rapidly when

moving away from the edge.
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Figure 3.11 a), b) and c) LDOS of the atoms depicted in the ball-and-stick model
corresponding to the alternative atomic configuration shown in Fig. 3.8. In a) we
can see that the LDOS of the C atoms in sublattice A (the sublattice to which the C
atoms bonded to the Pt atoms belong) decreases as we get away from the step. As
the chemical environment of the 3 carbon atoms of the step edge (1A1, 1A2 and
1A3) is different, the LDOS of each atom varies. On the other hand we can see that
in the opposite end of the graphene flake simulated (saturated with H atoms) is
the other sublattice c) the one that has a peak in the LDOS that decreases as we
move away from this end. The C atoms of the other sublattice at that end (orange)
have a very small LDOS. In c) we can see the LDOS of the 3 Pt atoms bonded to
the C atoms (Pt1, Pt2 and Pt3) the LDOS of the full row (Pt1+Pt2+Pt3) in solid black
and the comparison with the calculation of the same Pt configuration without the
G flake. d) shows addition of the LDOS of all the Pt atoms (left scale) and all the
carbon atoms (right scale) compared to the total DOS (left scale) of the system.
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Figure 3.12 a) Constant current STM image (13.4×6.9 nm2) of a border-like edge
where an excess of charge is visualized parallel to the interface in the first three
rows of graphene, Vs = 51mV , It = 4n A. b) Detail of such 1D states and height
profile.

3.5 Experimental characterization of the local-

ized state predicted by theory

In Figs. 3.4d and 3.12a, we show experimental STM images where a modu-

lation of the signal parallel to the border-like edge is clearly visualized. The

distance between the maxima of the atomic lines is 2.4 Å (see the height

profile in Fig. 3.12). This value corresponds to the distance of equivalent

atoms in the graphene network and indicates that the edge state is mainly

confined in one of the two sublattices.

This state, decaying away from the interface and localized in one of the

sublattices, is also visible in the STM image of the ZZ1 edge in Fig. 3.5 and

Fig. 3.10. STM images of different edges show that, typically, after 4 atomic

lines the state fully disappears.

Interestingly, this state is localized both in energy and real space. It

vanishes as we move out of the interface. Therefore, they can be consid-

ered as 1D electronic states associated to each of the graphene sublattices.

These electronic states confined in specific sublattices of the graphene

structure open new opportunities to future atomically precise graphene

based electronics and valleytronics272,273.
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Figure 3.13 Sketch showing a possible two-channel conductor. This proposal
takes profit of the sublattice states that appear at the G-Pt interface through the
contact of two independent electrodes exciting the different channels.

3.5.1 Possible design of an hypothetical dual channel

nanoribbon

Taking into account that we have shown that there are electronic states

confined in every one of the graphene sublattices, we can take advantage

of this to transport independently current trough out the edges without

mixing both signals.

For instance, new multichannel nanowires could be built by contacting

the opposite sides of a graphene flake with two different border-like edges as

indicated in Fig. 3.13. We speculate that these atomically precise nanoleads

will excite, respectively, each one of the two graphene sublattices, allowing

two-ways atomically controlled transport via these independent electronic

states.

The possibility of combining the spin, valley, and sublattice quantum

numbers in the same device opens new paradigms in the electronic design

of graphene-based nanoeletronics.
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3.6 Crystalline borders and their relation with

Moiré patterns

The precise determination of the atomic structure of the G-Pt bound-

aries sheds light on the geometry of the stable Moiré patterns reported

for G/Pt(111)101. Our results show that these superstructures can be cor-

related with the crystallographic edges of the graphene islands formed

during their growth. Rotational domains nucleate on the Pt step, binding

the graphene island with the metal substrate with one of the particular

orientations that produce energetically favorable border-like ZZ bound-

aries, and then continuing its growth with that angle. The link between

the stability of the Moiré and the energetic of the edge boundary is sup-

ported by the theoretical simulations results and confirmed by the STM

analysis of different graphene islands. The results from our simulations

indicate that graphene tends to maximize the passivation of the carbon

atoms at its edge. As it is shown in Fig. 3.6, the carbon atoms at the edge are

completely passivated being energetically more favourable than any other

edge configuration. To maximize the presence of this edge structure, the

G-metal contact must run along the Moiré crystallographic direction to be

commensurated with it. The observed Moiré patterns have grown follow-

ing particular orientations that maximize the number of zigzag graphene

terminations and the G-Pt edges tend to be parallel to the apparent angle

of the Moiré superstructure.

The phenomenological model presented in ref.101 indicates that, in a

first approximation, the existing Moirés are those that minimize the strain.

However, not only strain plays a role. In the case of border-like edges

the energetic of the interface is also important. Fig. 3.14a shows a small

epitaxial graphene island grown attached to a Pt step. As usual, it appears

with part of its area inside the upper Pt terrace, indicating mass transport.
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Figure 3.14 a) STM image showing a graphene island, a nanobubble can be seen
in the lower part. 17×17 nm2, 1.9 nA, 100 mV. b) Detail of a crystalline edge with
a graphene zigzag termination (ZZ3), 10×10 nm2, 3.94 nA, 10 mV. c) Detail of a
crystalline edge with a graphene zigzag termination (ZZ4), 10×10 nm2, 3.94 nA,
10 mV.

Looking carefully to the lower left part of the image we see a 6× 3 nm2

graphene nanobubble.

Fig. 3.14 shows STM images of 3 border-like atomically resolved crys-

talline edges giving rise to different Moirés superstructures. Figs. 3.14bc

correspond to Moiré patches of ζG/Pt(111) for ZZ3 and µG/Pt(111) for

ZZ4101. A visual inspection of these edges provides us with some general

ideas about their atomic structures. At first sight, it seems that in all crys-

tallographic border-like edges, the graphene islands end up in a zigzag

configuration. Hence, the Pt atoms at the edge absorb the largest part of

the strain and reconstruct to adopt the structure that yields the maximum

possible graphene ending in a zigzag arrangement.

Fig. 3.15 illustrates this point. In this figure we have schematically

reproduced edges similar to ZZ3 and ZZ4 of Fig. 3.14, another hypothetical

ZZ edge (called ZZX) and an amorphous edge (A). Graphene prefers to

stabilize its edges by maximizing the number of the –energetically favored–

zigzag edges. The amount of the armchair regions needed in the interface

(marked in the figure by red ovals) depends on the angle between G and

Pt. We observe that the more often found graphene edges are those which
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have maximized the number of zigzag unit cells versus the armchair ones,

thus, in Fig. 3.15, ZZ4 will be preferred versus the A edge, although both are

rotated 6◦. The A termination is exclusively observed in defective regions

of the G-Pt edge, like A2 in Fig. 3.5.

The fact that the system tends to maximize the number of straight

regions of zigzag termination intercalating single armchair unit cells leads

to an interesting secondary effect. The Pt edge directions are normally

parallel to the apparent angle of the Moiré101 (see Fig. 3.16). This means

that if we ignore the local relaxation of individual Pt atoms, the G-Pt edge is

not parallel to the crystallographic directions of the substrate, but to the

direction of the Moiré superstructure.

The case of the edges between (
p

7×p
7)R19◦ graphene and Pt (ZZ1

and ZZ2) present the particularity that the crystallographic directions of

Moiré and graphene are the same and it wrongly seems that the edges are

parallel to the crystallographic directions of graphene. However, the cases

of ZZ4 (Fig. 3.14c), the island shown in Fig. 3.14a or other examples shown

in Fig. 3.16 are the rule: zigzag G-Pt edges in which the Pt crystallographic

border runs parallel to the Moiré apparent angle.

The Moiré pattern related with the ZZ3 structure is a special case as it is

perpendicular to this edge. In this case, the angle between the graphene

and the Pt is 0◦ and, thus, the normal edge would be exclusively formed

by armchair termination, which is energetically unfavorable. This can be

avoided by creating the corner-like zigzag structures as shown in Fig. 3.15

that can be identified in the experiments (see Fig. 3.14b).

In conclusion, we have shown that the Moiré and the crystallographic

border-like edges are related and this may be an important factor in the

determination of the orientations of graphene epitaxially grown on Pt(111).

Although other kinetic effects, such as the formation of defects or folds

due to the shrinking occurring during the cooling-down after the growth

annealing can also play a role.
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Figure 3.15 Schematic model of the preferred graphene termination of border-like
at the G-metal interface. The bluish side corresponds to the Pt region, with crystal-
lographic direction, indicated by a blue arrow, along the horizontal (except for ZZ3,
where it is along the vertical). The graphene tends to adopt zigzag configurations
by minimizing the number of armchair unit cells for a given crystallographic angle
with respect to the Pt surface. Armchair configurations are marked with red ovals.
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Figure 3.16 STM images showing graphene edges running parallel to their Moiré
apparent angles. Nanobubble or graphene folds can be seen in the islands a)
30×30 nm2, 2 nA, −100 mV. b) 30×25 nm2, 1 nA, 50 mV.

3.7 Conclusions

We present a combined STM and DFT study of edge heterostuctures of

graphene grown on Pt(111) in which we disclose the atomic structure of

the G-Pt boundary. The unsaturated C atoms strongly interact with the Pt

step, preserving a zigzag structure quite close to the ideal configuration.

However, on the other side, Pt edge atoms experience a 3-fold reconstruc-

tion that stabilizes the structure. The tendency to form passivated zigzag

graphene terminations plays a relevant role in the formation and orien-

tation of the stable Moiré patterns. Our combined approach reveals the

interesting electronic properties of this nanoscopic system including, as

stated by the simulations, the preservation of the G–edge state shifted to

energies at about ∼0.8 eV above Fermi level, highly localized in one of the

graphene sublattices and confined to the G-Pt interface. This state spreads

out inside the first Pt row resulting in a high quality G–metal electric con-

tact that could be relevant for designing future atomically precise graphene

metal leads.



CHAPTER 4

GRAPHENE MONOVACANCIES: ELECTRONIC AND

MECHANICAL PROPERTIES FROM LARGE SCALE

AB INITIO SIMULATIONS

4.1 Introduction

Graphene is a promising material due to its outstanding electronic and me-

chanical properties42. Real materials have defects which, instead of being

a drawback, can be regarded as an opportunity to tune their properties.

Defect engineering in graphene is nowadays an active and crucial research

area95,122,140,244,274–276. Of particular interest is the influence of defects on

both the mechanical properties and the tuning of electronic and magnetic

properties of this material. Spintronics represents one of the most excit-

ing fields for possible applications of graphene140. Monovacancies (V1),

one of the most common defects on graphene122, have been proposed

to induce local magnetic moments in this carbon-based material 63,138,139.

Furthermore, recent measurements show that the mechanical properties

are modified in an unexpected way: instead of contributing to a softness

of the material, low concentrations of vacancies increase the graphene

stiffness127.
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The removal of an atom from the graphene lattice leaves three equiva-

lent C atoms with unsaturated σ bonds and the structure of the V1 could

remain in a symmetric arrangement ( s −V1). However, density functional

theory (DFT) simulations63,122,138,139 predict a Jahn-Teller distortion by the

formation of a softσ bond between two of the C atoms which leads the V1

to an asymmetric 5-9 reconstruction (a−V1) with a formation energy in the

range of 7.3−8.58 eV122. On the other hand, classical force fields122,277 yield

to a symmetric structure and no soft bond is formed due to the electronic

nature of this reconstruction, which this computational scheme cannot

account for.

The V1 have been observed by transmission electron microscope (TEM)

studies251,274,275,278,279. Both a −V1 and s −V1 vacancy structures have

been reported 279 (see Fig. 4.1a-d). Scanning tunneling microscope (STM)

experiments have also measured V1 on graphite and graphene on met-

als267,280,281 where the atomic structure is distorted by the electronic effects

but comparison with DFT simulations267 support the presence of the a−V1

reconstruction (see Fig. 4.1e,f).

According to previous works (see ref. 140 and references therein), there

are experimental evidences of magnetism in defected graphene sheets. Sup-

porting these experimental results, DFT calculations on clusters or small

cells (high V1 concentration)63,122,138,139 predict the V1 to be magnetic. The

explanation for this phenomena is straightforward in terms of the electron

redistribution. Among the 3σ electrons that are now unpaired, 2 form a soft

bond and the other one remains unpaired. There is a semilocalized π state

associated with the V1 which is close to the Fermi level that, in the case of

an isolated V1, could be either unoccupied, occupied by one electron –ferro

or antiferromagnetically coupled with theσ electron– or double occupied.

Therefore, the local magnetic moment, adding up the possible contribu-

tions from the σ and π states, could be 0 µB –σ and π single occupied

and antiferromagnetically coupled–, 1 µB –with an unoccupied or double
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Figure 4.1 a) and b) are smoothed AC-TEM images of the symmetric and asymmet-
ric monovacancies respectively, with their corresponding ball-and-stick models
shown in c) and d). In the asymmetric structure image yellow arrows indicate the
zigzag axis containing the reconstruction. e) STM topography showing a graphite
surface after Ar+ ion irradiation. Monovacancies occupy sites at both sublattices
of the graphite honeycomb lattice. f) 3D view of the STM topography one a single
isolated vacancy. Figure adapted from 279 (TEM images) and280 (STM images).

occupied π state which would not contribute to the magnetic moment– or

2 µB –σ and π single occupied and ferromagnetically coupled–.

However, simulations of point defects in extended systems computed

imposing periodic boundary conditions (PBC), have a problem with the

size of the cell282. In the case of graphene, small unit cells do not provide a

proper description of the charge transfer from the π states of bulk graphene

to the π states of V1. When using small cells, the limited number of bulk

states that contribute to the charge transfer results in an artificial over-

doping, reflected in the displacement of the Fermi level with respect to

the extended states that shifts the Dirac point towards higher energies.

Moreover, small cells allow the semilocalized π states of the vacancies

to interact with each other. This spurious interaction contributes to the

displacement and broadening of those defect states. Due to these effects,

previous calculations have predicted the magnetic moment of a V1 to be < 2

µB
63,64,66,283,284. Several works have reported results showing a reduction
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of the local magnetic moments upon cell size increasing64,66: they reach

cell sizes up to 2.5 nm and it has been argued that the magnetism due

to π orbitals should be quenched for low V1 concentrations66. On the

other hand, calculations based on clusters show that the magnetic moment

increases upon cluster size, pointing out to a 2µB moment64,65. Therefore,

calculations including periodicity seem to produce the opposite result of

cluster based simulations.

We should also highlight that previous theoretical results have been

calculated assuming ideal conditions with isolated and balanced graphene

layers. However, the graphene layers are usually under strain due to the

effect of the substrate or, in general, the environment. This effect could

modify the properties induced by defects285.

Regarding the mechanical properties of graphene, it has been reported

that the Young’s modulus of pristine graphene is around 1 TPa with an

intrinsic breaking strength of 42 N/m22 and it also presents a negative ther-

mal expansion coefficient (TEC)286,287. Theoretical descriptions122,288–290

predict a softness of the layer with the appearance of V1. However, experi-

ments based on atomic force microscopy (AFM) indentation have shown

an increase of effective Young’s modulus up to almost double the value for

ideal graphene when the V1 content is ∼ 0.2%127 (see Fig. 4.2).

In this work we have performed a complete set of large scale DFT sim-

ulations, with cell sizes in the range of 1.5−7.4 nm, in order to shed some

light on: i) the magnetism of an isolated V1, ii) the influence of the strain on

the magnetic properties of V1, and iii) the effect of the V1 on the mechanical

properties of graphene. We have respectively found: i) a clear tendency of

the local magnetization of a V1 towards a value of 2 µB for the diluted limit,

ii) a structural and electronic transition of the V1 state when it is under

an external in-plane tensile strain beyond the 2% and iii) a correlation

between the strain field generated by the presence of the V1 and the partial
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Figure 4.2 Measurements by AFM indentation of E2D as a function of defect con-
centration. The different sets of experimental measurements (green circles and
grey squares) correspond to experiments of AFM indentation on graphene drum-
heads prepared by mechanical exfoliation of natural graphite on Si(300nm)/SiO2

substrates with predefined circular wells with diameters ranging from 0.5 to 3 µm.
This figure has been extracted form the original work by López-Polín et al . 127.

suppression of out-of-plane fluctuations which leads to an increasing of the

effective stiffness of the material for a low concentration of these defects.

With that purpose, we first present the methodology used on the simu-

lations (see Sect. 4.2), of great importance given the crucial good scaling

of the code used which enables us to work with large system sizes. We

then tackle the problem of the magnetism of V1 on graphene (see Sect.

4.3). Next, we show the results of the study of the V1 local magnetization

dependency with an external in-plane strain (see Sect. 4.4). We finally show

the strain field induced by the reconstruction of the V1, which is consistent

regardless of the cell size (see Sect. 4.5). We study how this can affect to

the mechanical properties of the sheet analyzing both the in-plane and

out-of-plane deformations to correctly address the source of the stiffness

increasing.
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4.2 Methods

The calculations whose results are shown in this chapter were done using

the DFT OpenMX (Open source package for Material eXplorer) code155,156.

The main advantage of this code it has been carefully designed to be a

powerful tool in large-scale ab initio electronic and structural calculations

(see Chapter 2 for details). Our largest simulation performed in the Curie

supercomputer291, a tier0 machine, was a G(30×30) cell (1800 atoms) with

a maximum k-point mesh of 19 ×19×1 for what 368 MPI and a threading

of 8 were used (2944 processors in total).

We employed the generalized gradient approximation exchange-

correlation density functional of Perdew, Burke, and Ernzerhof (PBE)160

for the calculations. In order to be able to reach very large system sizes we

restricted our basis to a D Z (s2p2) after checking with some tests in the

smaller systems that there were no big differences in the results performed

with a D Z P (s2p2d1) basis or those computed with a plane waves code154.

For both basis we used a cutoff radius of 6.0 a.u. The calculations were per-

formed including spin polarization to be able to study the magnetization of

the system, using an electronic temperature of 6 K. For the cell construction

we used a lattice parameter obtained for the ideal graphene system of 248

pm.

For the first part of the study of the magnetization induced by the V1

for different cell sizes a real space grid equivalent to an energy cutoff of

200 Ry was used with a criteria for both electronic and ionic relaxations

of 1 ·10−6 Hartree and 1 ·10−4 Hartree/Bohr respectively. In order to study

the evolution of the reconstruction of the V1 with the size of the cell, the

structures of the G(6×6), G(12×12) and G(18×18) were optimized using

equivalentΓ−centered k-point meshes of 13×13×1, 7×7×1 and 5×5×1

respectively. In the latter we stopped the structural optimization at a slightly

larger criterion (2·10−4 Hartree/Bohr) due to extremely long convergence
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times. For this same reason, no larger cells were structurally explored. For

the study of the magnetization dependency with the cell and k-point mesh

sizes, the G(6×6) reconstruction was fixed for all of them and more atoms

were added up to the specific cell size. These calculations were static.

For very large k-point meshes in the larger cells, some calculations

were stopped with an electronic convergence criterion of ∼ 5 ·10−5 Hartree

always ensuring that the magnetization had converged up to 1 ·10−4µB.

Under typical experimental conditions, the interaction with the sub-

strate where the graphene is grown or supported induces a finite strain. We

have applied an external isotropic tensile strain to the system to analyze

the possible influence of different experimental conditions in the proper-

ties of the graphene sheet. For the exhaustive study of the magnetization

evolution with strain, a system consisting on two monovacancies (2V1) on

a G(12×12) cell was used. As the convergence of a single V1 per cell was

very demanding, another V1 was added to the system and located in the

other sublattice in such a way that the two vacancies were as far as possible

to minimize interaction. This new system is easier to deal with in terms of

structural and energy convergence. A 5×5×1 k-point mesh was used for

the structure optimization while a larger 11×11×1 mesh was employed

to get the electronic results; both calculations employed finer electronic

and ionic relaxation criteria than in the previous part (1·10−7 Hartree and

5 ·10−5 Hartree/Bohr respectively). The study of the effect of the strain

applied to the system requires changing the cell size. For this reason, we

chose to fix the real space grid at (300, 300, 225) which corresponds to an

energy cutoff of 350 Ry for aG(12×12) with a strain of 5% (∼370 Ry for the

non-strained cell). In this study, we have considered the local magneti-

zation of the vacancies as the average of the absolute values of magnetic

moment for each of the two vacancies. This average cancels out the effect

of a small asymmetry in the filling of the four states (taking into account the

k/-k symmetry) associated with the up-π1 (majority spin for vacancy 1) and
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down-π2 (majority spin for vacancy 2) bands close to the Fermi level. This

asymmetry –that appears due to numerical errors that break the energy

degeneracy of these two bands, and to the use of a k-sampling that includes

the Γ point– induces a difference between the local magnetizations that

scales as 1/(# of k-points).

4.3 The magnetism of a single monovacancy on

graphene

We start our study characterizing a small cell size, G(6×6), on which the

vacancies are separated ∼1.5 nm, and their interaction is strong. We get

the a −V1 reconstruction (see Fig. 4.3) where the soft bond distance is 209

pm and the formation energy 7.98 eV, in good agreement with previous

results122. The graphene layer is not completely flat, it shows a topographic

corrugation of 9 pm (see Fig. 4.3). With a k-point mesh of 3×3×1, the

V1 induces a magnetic moment of 1.55 µB, again in good agreement with

previous results63.

Its band structure and DOS are shown in Fig. 4.4. Both the localized σ

bands, filled with one electron, and the semi-localized π states associated

with the V1 are clearly identified. The π band, although very flat in some

areas of the Brillouin zone, shows a broadening of ∼75 meV due to the in-

teraction. The high V1 concentration has also modified the Dirac point (see

the blue circle in Fig. 4.4a): i) it has been shifted towards positive energies

(∼0.25 eV) and ii) a small gap is opened between the two Dirac cones. Since

the Dirac point is shifted towards positive energies, the extended states

of graphene transfer charge to the π state of the V1. However, due to the

broadening of this band, the up-π state is not able to accommodate all this

transferred charge, so the rest of the electronic charge has to fill the next

band which is the vacancy down-π state. As a consequence, the magnetic

moment is less than 2 µB and the Fermi level is pinned in the down-π state.
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Figure 4.3 Ball-and-stick scheme of the G(6×6) cell structure (unit cell highlighted
in blue) where the asymmetric reconstruction of the V1 can be seen (a −V1). The
relevant distances between atoms of the V1 are shown in the zoom of the top view
of the cell (red square). They can be compared to the reference ideal graphene
distance which according to our calculations is 248 pm. In the side view the z
coordinates have been multiplied by 10 to ease the visualization of the corrugation
of the system which is around 9 pm.



118 Graphene monovacancies

Figure 4.4 a) Bands and b) DOS (calculated with a Γ−centered 100×100×1 k-point
mesh) of the G(6×6)+V1 cell as shown in Fig. 4.3. In a) the graphene extended
π band is highlighted in purple. The blue circle shows the point where this band
reaches the Γ point of the Brillouin zone, which denotes a shift of the Dirac point,
and the green circle shows the Fermi wave vector (kF ) of the V1 up-π band. In both
a) and b) the main states corresponding to the V1 are identified.

The precise value of the magnetic moment is, therefore, related with the

Fermi wave vector (kF ) –the k vector of the last occupied state– associated

with the extended band and the semi-localized V1 up-π band. Both features

depend on i) the k-mesh used in the calculation and ii) the size of the unit

cell.

In Fig. 4.5 we show the values of the local magnetic moment as a

function of the number of k-points used in the calculation for different

cell sizes. We observed that the convergence with the k-point mesh is very

slow, and it requires ∼1000 k-points to reach converged values, much larger

meshes than have previously been reported63,65,66,122. More importantly, as

the π state associated with the V1 is semi-localized, its correct description
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Figure 4.5 a) Total magnetization for different cell sizes versus the number of
k-points used to converge the calculations. The solid points have been calculated
with an electronic convergence criterion of 1·10−6 Hartree while the open points
have been calculated with 5 ·10−5 Hartree, however, the magnetization is always
converged up to 1 · 10−4µB. b) Shift of the Dirac point (blue) and Fermi wave
vector (kF ) of the V1 up-π band (green), both points highlighted in Fig. 4.4 for the
G(6×6)+V1 case. The best converged results for each of the cell sizes studied in a)
are shown. c) Comparison of the bands –for the same energy range– of the smaller
and bigger of all systems: G(6×6)+V1 (solid lines) vs G(30×30)+V1 (in dashed
lines).
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requires a large number of k-points independently of the size of the cell.

Our results show that, in the converged limit, the local magnetic moment

increases with the cell size. Previous works have obtained the opposite

result probably due to the k-mesh used in their calculations66.

Fig. 4.5b shows the Dirac point shift as a function of the cell size. It

tends to the Fermi level position for large sizes. The Fermi wave vector (kF )

–the k vector of the last occupied state– of the V1 up-π band is also displaced

towards the Γ point (see Fig. 4.5b), reducing the electron charge transferred

from the up-π to the down-π band. Fig. 4.5c shows a comparison between

the band structure of the G(6×6)+V1 and G(30×30)+V1 systems close to the

Fermi level. The reduction of both the Dirac point shift and the broadening

of V1 π bands can be clearly observed. The exchange interaction between

the π bands and the single-occupied σ state, i.e. the Hund’s rule, breaks

the spin symmetry and splits the two bands. Our results indicate that, in

the limit of an isolated V1, the splitting between the V1 up-π and down-π

bands is complete, leading to a completely filled V1 up-π band and an

empty V1 down-π band, and, thus, a local magnetic moment of 2 µB (1 µB

from the flat σ band plus 1 µB from this completely filled up-π band), as

pointed out by the calculations carried out with large clusters64,65. This

solves the discrepancy between the predictions based on DFT+PBC and

DFT calculations using clusters64–66.

We have to emphasize that our assignment of a local magnetic moment

of 2 µB for the isolated vacancy limit requires the combination of two

results: (i) the increasing values of the magnetization for larger unit cells

shown in Fig. 4.5a, and (ii) the evolution with cell size of the Dirac point

and the kF of the V1 up-π band illustrated in Figs. 4.5b and 4.5c, that points

towards a complete filling in the limit of a single vacancy.

This very gradual evolution of the band is related with the slow spatial

decay of the semilocalized state associated with the monovacancy. Even

for our larger cell sizes, the semilocalized states from defects belonging to
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K-points Mag. mom. [µB ] Dimer [pm] Corrugation [pm]

G(6×6) Pol. 13×13×1 -1.69 209 9

G(12×12) Pol.
5×5×1 -1.61 (-1.60) 201 (209) 13 (9)

7×7×1 -1.67 (-1.67) 201 (209) 13 (9)

G(18×18) Pol.
4×4×1 -1.75 (-1.75) 200 (209) 13 (9)

5×5×1 -1.84 (-1.84) 200 (209) 13 (9)

G(6×6) Non Pol. 13×13×1 0 219 59

G(12×12) Non Pol. 7×7×1 0 209 62

Table 4.1 Magnetic moment, soft-bond dimer distance and sample corrugation
for different systems studied with different k-point meshes. We show results for
calculations including spin polarization and also non-polarized. The corrugation
of the sample in the latter cases is referred to the displacement of this atom. The
results in brackets are referred to calculations where the G(6×6) structure is fixed
for the V1 vicinity and they can be compared to the results provided for fully
relaxed calculations.

different cells are still interacting with each other. This effect is unavoidable

in the type of calculation we are performing –DFT with periodic boundary

conditions (PBC)– and produces a partial band filling. In the diluted limit

–where these states do not interact with each other– they are either totally

empty or totally filled, making the total magnetic moment to be either 1 µB

or 2 µB respectively. In spite of their limitations, DFT-PBC calculations do

allow us to determine the evolution of the filling of that band. Our results

reveal a clear trend, slow but steady, in the magnetization and the evolution

of the up-π band that suggests that this band is going to be completely filled

in the limit of low defect concentration, leading to a magnetic moment of 2

µB.

These calculations for the evolution of the magnetic moment have been

carried out by fixing the vacancy structure relaxed for theG(6×6) cell, but

the possible influence of the changes in the relaxation for larger cells has

also been considered. Our analysis shows that the main features of the

structure, in particular the length of the soft bond, converge quite rapidly:
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this bond length is 209 pm in the G(6×6), decreases for the G(12×12) down

to 201 pm, and keeps a very similar value, 200 pm, for the G(18×18) (see

Table 4.1). The small corrugation which appears upon relaxation is also

converged to a value of 13 pm for G(12×12) cell sizes.

Moreover, we have checked that the local magnetic moments obtained

from fully relaxed calculations on these larger cells are almost identical to

the ones determined from static calculations using the V1 structure relaxed

for the smaller G(6×6) unit cell. Thus, we have confirmed that, even for

the cases where the soft bond distance is not totally converged, the local

magnetic moment is not affected.

Notice that non-polarized calculations yield to different structures, with

a formation energy higher in ∼+170 meV for the G(12×12)+V1, where there

is a strong out-of-plane relaxation of ∼60 pm of the V1 atom that is not

forming the soft bond (see Table 4.1).

Stability of the 5-9 asymmetric reconstruction

We have studied the stability of the a − V1 reconstruction versus the

s −V1 structure of the V1 as experiments have reported both reconstruc-

tions274,278,279,292. The s −V1 reconstruction is not stable according to our

calculations. Anyway, we have optimized the interatomic distances of the 3

atoms performing constrained calculations of this symmetric V1. We found

that the V1 is slightly expanded with respect to the ideal graphene lattice

distances (250 pm vs 248 pm for the reference) and in this case there is no

corrugation induced on the sheet. The energetic difference between this

s−V1 configuration and the a−V1 stable reconstruction is around 350 meV

for the G(6×6) cell.

Up to this point we have calculated the ground state of the system, but

the stability of the a −V1 structure could be affected by thermal fluctua-

tions. To analyzed this we have performed, also with the OpenMX code,

some ab initio NVT molecular dynamics simulations by the Nosé-Hoover
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method293–295 for a temperature of 300 K and time steps of 2 fs. Our DFT-

MD simulations at room temperature show that the a −V1 reconstruction

is maintained also at finite temperatures. In Fig. 4.6 we show the results for

the variation with time of the distances between the three atoms of the V1

for two different systems: a G(4×4)+V 1 and a G(12×12)+2V 1 systems.

We have used the small size system as a first test and then we have checked

the consistency of the results in a bigger one on which we can also analyze

the effect of the interaction between two V1 in this larger system. The V1

structures in both cases oscillate around the 5-9 ground-state reconstruc-

tion with 2 larger distances and a short one corresponding to the soft bond

and the fluctuations of the soft bond distance are larger than the other two.

In the smaller system several orientation switches –soft bond jumps among

the three atoms– can be observed during the simulation every ∼400 fs in

average. Most importantly, right after every rotation, the V1 recovers an

asymmetric reconstruction as was observed at ground-state calculations

(see Fig. 4.6). In the G(12×12)+2V 1 case there is only one switch per V1

in the time range that we have analyzed, what makes sense because the

system size is larger and the interaction between the V1 is weaker. Notice

that when the first V1 rotates (∼1250 fs), the other defect rotates shortly

after (∼350 fs later) too in the same direction (highlighted with a yellow

background in Fig. 4.6). The change of the orientation of one V1, thus,

seems to induce a rotation in the other in the same direction.

These facts support the interpretation of the experimental evidence for

a s −V1 reconstruction found with different experimental techniques (in-

cluding STM138 and TEM251) as a result of the overlap of the three possible

a −V1 structure orientations of the V1.
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Figure 4.6 Ab initio molecular dynamics simulations at 300K for different cells
(G(4×4)+V 1 in the upper panel and G(12×12)+2V 1 in the lower panel) showing
the evolution of the 3 distances between the atoms that characterize the V1. The
dark grey solid lines are the corresponding ground-state distances of the 5-9
reconstruction. In the upper panel every switch of the orientation in the structure
of the only V1 is highlighted with a change in the background color of the plot
(white/grey). In the lower panel, there is only one switch per V1 and the time range
from the switch of one of the V1 (green lines) until the other V1 rotates too (blue
lines) is highlighted in yellow.
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4.4 Effects of isotropic in-plane strain in the

magnetism of monovacancies

Real graphene sheets are not in their equilibrium state. The substrate, the

boundary conditions, the temperature or the environment induce a strain

field on the graphene layers. Moreover, strain engineering in graphene

has been proposed to tune their electronic properties, in particular the

magnetism60,285. Therefore, we have also studied the stability and the

variation of the magnetic moments induced by the V1 as a function of an

external isotropic strain applied to the layer. We have fixed our attention in

the stretching as previous works focused on other regimes285.

The large computational cost required to converge the previous calcu-

lations prohibited this characterization in the systems (a single V1 per unit

cell) showed above. We have realized that the electronic convergence is

faster for V1 coupled antiferromagnetically, this occurs when theV1 are lo-

cated in different graphene sublattices. Also, the size of the unit cell cannot

be very large. Therefore, due to these limitations, we have carried out the

study of strain in a G(12×12) cell with two V1 in opposite sublattices (see

Fig. 4.7).

We have applied an in-plane strain, relaxing all the atoms and calculat-

ing the local magnetic moment associated with each V1. As the vacancies

interact with each other, we have obtained their local magnetic moment

as the addition of the moments of the atoms inside a region around each

V1. These regions, highlighted in yellow and magenta in the ball-and-stick

model inside the bottom panel of Fig. 4.7, have been chosen to treat both

vacancies on an equal footing and maximize the number of atoms that

contribute to the calculation, avoiding any overlap between the areas asso-

ciated to each defect.

In Fig. 4.7 we also show the absolute value of the average local magnetic

moment of a V1 as a function of the applied strains. The higher panels
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Figure 4.7 (bottom) Local magnetization (orange) and evolution of the distances
between the three atoms of the V1 (green) for the G(12×12)+2V1 system. We have
included a reference dashed line (also in green) with distances corresponding
to a pristine graphene layer under strain. The atoms of the equivalent regions
used to calculate the local magnetization of each V1 are shown in the ball-and-
stick scheme inside the plot (highlighted in yellow and magenta). In the gray
area, the a −V1 (asymmetric) structure found at the equilibrium is preserved
while for the rest of the plot the most favourable solution is the qs −V1. Atomic
magnetic moments (upper panel) and spin density (lower panel) for the a −V1

structure at 0% strain (framed in blue) and the qs −V1 configuration at 10% strain
(framed in purple) are shown. In the upper panels, each atom is painted in blue or
red depending on its total magnetic polarization according to the Mulliken spin
populations. The darker the color of the atom (either blue or red) the higher the
magnetic moment for this atom. The location of the V1 is highlighted in yellow.
Below each magnetization map we show the spin density of the same region. Maps
for strain values corresponding to the same V1 structure are alike.
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show the spin density map around the vacancies, as well as the moments

associated with the atoms. The gray area in Fig. 4.7 emphasizes the region

(strains <2%) where the same 5-9 a−V1 solution63 found in the equilibrium

state (strain of 0%) is preserved. The V1 of this system at a strain of 0%

present a soft-bond distance of 201 pm and as higher strains are applied

the soft dimer bond is elongated but still exists (see green lines in Fig. 4.7).

In this region the local magnetic moment of the V1 increases ∼9% with

respect to the equilibrium upon extension (∼2%) and abruptly decreases

upon compression in agreement with previous results285.

Around a stretching strain of 2% we can see a transition into a differ-

ent solution. This new state is mainly characterized by a change in the

reconstruction of the vacancies which turns into a structure close to the

s −V1 configuration, where the soft bond has effectively disappeared, and

the distances among the three atoms in the V1 are very similar (e.g. 294

pm, 294 pm and 304 pm for a 5% strain). Thus, we will denominate it as

quasi-symmetric reconstruction (qs −V1). The higher the strain the closer

the reconstruction is to a s −V1. Fig. 4.7 shows the structural evolution of

the V1 through the bond distances between the three atoms surrounding

it which can be compared. The plot also shows a comparison against the

corresponding values for pristine graphene.

While the new qs −V1 structure is geometrically more symmetric, the

opposite happens with the magnetic distribution. The local spin density

shows two atoms of the V1 occupied by the majority spin and the other by

the minority spin. In spite of this change in the magnetic distribution, the

total magnetic moment remains fairly constant, reaching a saturation value

∼10% larger than the value in the equilibrium. This high-strain solution is

stable up to strains of 12% where the structure of the full sheet is broken

with the cracks starting in the vacancy.

The transition between solutions takes place due to the competition be-

tween the magnetic and mechanical contributions to the energy depending
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Figure 4.8 Energy difference for the two different spin distributions studied for the
G(12×12)+2V1 system: the a −V1 and the qs −V1. The points represented have
been computed for cases on which we have managed to converge both solutions.
The solid line has been calculated through the subtraction of the fitting curves of
the energy data for each solution. This curve not only reproduces remarkably well
the calculated points but also predicts quite accurately the transition state and the
behavior in the low-strain side. According to this curve the a−V1 solution is stable
up to a ∼2% strain (range highlighted with a grey shadow).

on the strain. Beyond the 2% strain the Jahn-Teller distortion that created

the 5-9 reconstruction becomes unstable since the double occupiedσ state

associated with the soft dimer bond increases its energy upon stretching.

Then, a new magnetic solution285 –associated with a new way to fill the

states created by the V1– becomes comparable in energy with the previous

solution. This new configuration is characterized by the filling of the three

σ states associated with each atom of the V1 with just one electron –2 of

them with majority spin and the other with the minority one– leaving the

total magnetism associated with theσ states equal to 1µB as in the previous

solution. On the other hand, the semi-localized pi state is mainly occupied

with the majority spin. As a result, the spin behaviour is as showed in the

spin maps in Fig. 4.7. For strains larger than 3%, this new solution becomes

the most stable as can be seen in Fig. 4.8 where energy differences between

solutions are shown.
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Figure 4.9 Average local magnetic moment of the a −V1 (blue) and the qs −V1

(orange) solutions for the large strain range. The variations are very small between
them.

According to our calculations, the qs−V1 solution is unstable for strains

below 2% even when we start the simulations with a spin distribution of

this kind. However, following this method for thea −V1 solution in strains

larger than 2%, we have get to keep this spin symmetry for these strain

values and, thus, calculate the energies for this strain range. Therefore, we

can only directly compare their energy difference only in the large strain

range as it can be clearly seen in Fig.4.8. For this reason, we are not able

to exactly address the point were one energy overcomes the other –as for

lower strains we just have the energy values of only one of the solutions–

but it is notable that the difference of the energy curves (fitted in each

case through a 4th order polynom) changes its sign (stabilizing a different

solution) at the same strain value where the transition happens according

to what we showed in Fig.4.7.

Fig.4.8 also shows the charge densities for both magnetic distribution

solutions at the same strain (4%) and they are comparable to what we

obtained for each solution at Fig.4.7. Despite the differences in the atom-by-

atom magnetic distribution between the two solutions, the local magnetic
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Figure 4.10 Spin charge map for the G(12×12)+2V1 system converged for an exter-
nal strain of 2% starting the optimization with both V1 in a qs −V1 reconstruction.
One of the V1 (yellow background) changes to an a −V1 structure while the other
remains as a qs −V1.

moments are similar for the strain range where they coexist (see Fig. 4.9)

and the structure evolves in both cases towards a s −V1 reconstruction.

Another evidence of the structural transition induced by an external

isotropic strain is that in the surroundings of the 2% of strain applied we

had difficulties converging the calculations and we even obtained mixed

states (with one a −V1 and one qs −V1) as the one showed in Fig. 4.10.

Reaching this kind of mixed states with a geometric optimization totally

depends on the starting structure used for the process when dealing with

strains close to the transition (≈ 2%). In the case of Fig. 4.10 both V1 started

on a qs −V1 reconstruction for an applied strain of 2% –which is slightly

below of the stable regime for the qs −V1 solution–. Even though one of

the V1 of the system remained in a qs −V1 reconstruction.

Notice that there is a disagreement between the magnetization values

obtained in the previous section and those obtained in the strain effect

analysis. If we go back to the result for the same cell size (G(12×12)+V1)

in the unstrained case and with the same 5×5×1 k-point mesh (see Fig.

4.5), we notice a conflict with the magnetization values obtained for the

G(12×12)+2V1 system, being 1.60 and 1.34 respectively (also in Table 4.2).
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System Method Magnetization/V1 [µB ]

G(12×12)+V1
Total magnetic moment 1.60

Partial magnetic moment 1.43

G(12×12)+2V1 Partial magnetic moment 1.34

Table 4.2 List of computed V1 magnetization values comparing the results ob-
tained for different calculation schemes. In the case of the single V1 is possible to
compute the magnetization induced by the defect as the total magnetization of
the system, but in the 2V1 case, due to the AF coupling between the vacancies, this
is not possible and, thus, we compute it using the scheme explained in Fig. 4.7.

We can explain this in terms of the method used to compute it in the 2V1

coupled system. If we calculate the magnetization of the G(12×12)+V1

following the same scheme used in Fig. 4.7 we find a better agreement

because using this scheme (to which we are forced to in the case of the

2V1) we are missing a residual contribution of the atoms that we are not

computing. However, still there is not a perfect match between the two

results. This is due to a combination of two factors: (i) we are comparing

the same cell size, but the V1 concentration is not the same so a difference

between those two cases must expected and (ii) in the G(12× 12)+ 2V1

system, the interaction between the two V1 is larger than in the single

defected cell (by reasons of proximity) and, due to the antiferromagnetic

coupling, each one contributes to lower the magnetization of the other

(while in the G(12×12)+V1 case they are ferromagnetically coupled).

In summary, we have seen how the magnetization of graphene withV1

defects changes by applying an external in-plane strain to the system. The

magnetism is stable and does not disappear with the strain. We mainly see

a decrease upon compression and an increase upon extension of the layer.

Apart from the known a −V1 solution for lower strains, we have found a

transition to a qs −V1 structure around strains of 2% that is characterised

by a new magnetic distribution with the threeσ states associated with the

V1 single electronically occupied. Moreover, we have explored a different



132 Graphene monovacancies

arrangement of V1 to analyse the influence of the relative location on these

defects obtaining very similar results.

4.5 Mechanical properties of graphene tailored

with monovacancies

Monovacancies, besides inducing magnetism in graphene, can also tune

its mechanical properties even at low concentrations127. AFM microscopy

indentation experiments have concluded that a low concentration of

V1 in graphene increases its effective stiffness and reduces its fracture

strength127.

The latter is an expected behaviour for defected covalent solids and it

can be explained by classical mechanics122,289. However, the modifications

observed in the effective Young’s modulus are unexpected and its origin

is still unclear (see Fig. 4.2). It has been suggested that this behaviour is

due to the dependency of the mechanical properties of 2D membranes

on the flexural modes and thermal fluctuations. However, a fundamental,

atomistic explanation is still missing. Our large scale simulations of V1 in

graphene allow us to compute the real 2D Young’s modulus, the strain fields

generated by the V1 and their effect in the out-of-plane modes. The analysis

of these results sheds light on the origin of the experimental observations.

Effect of the monovacancies in the graphene mechanical in-plane re-

sponse.

The calculated energy variations per unit cell of both the pristine layer and

the G(12×12)+2V1 system as a function of an isotropic in-plane strain

applied to the layer are shown in Fig. 4.11. The defect has slightly shifted

the minimum towards negative strains. The inset of Fig. 4.11 shows the

energy variation when stretching the layer up to the rupture. The failure
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Figure 4.11 Comparison between the energy response to an isotropic in-plane
strain of the G(12×12) and the G(12×12)+2V1 systems. The energy variation curve
is shown in orange and the derivative of this energy with respect to the strain is
depicted in green (solid/open circles are the calculated data for G(12×12)/G(12×
12)+2V1, solid/dashed lines are the respective 4th order polynomial fits). In the
inset, we show the energy variation curve for the full range on which calculations
for the G(12×12)+2V1 were performed. A grey shade marks the strain region
shown in the main plot.
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strain is ∼12%, smaller than in pristine graphene (>20%) and in agreement

with previous results79,82,296. The green curve is the derivative of the energy

variation with respect to the strain. Total-energy calculations of graphene

give access to the 2D bulk modulus, B, through the relation

∆E

Acel l
= B

1

(
∆Acel l

Acel l

)2

. (4.1)

∆E corresponds to the energy differences and ∆Acel l to the change of

the unit-cell area Acel l obtained by an assumed tension. The 2D bulk mod-

ulus can be written in terms of the Young’s modulus for 2D samples, E2D ,

and the in-plane Poisson coefficient, ν (taken here as 0.165, the Poisson’s

ratio for graphite in the basal plane297), as follows

B = E2D

2(1−ν)
(4.2)

In turn, E2D , can be expressed in terms of the elastic constants C11 , C12

and an arbitrary thickness of the graphene monolayer h (usually taken as

the graphite interlayer distance, h = 335 pm298)

E2D = h
C 2

11 −C 2
12

C11
(4.3)

As expected, but contrary to the experimental results, the pristine

graphene (E2D = 349 N/m, B = 209 N/m) is stiffer than the defective

graphene (E2D = 321 N/m, B = 192 N/m).

The results that we present are simulations that can be compared with

an ideal system at zero or very low temperature. However, experiments are

done at room temperature and, in membranes and 2D materials, thermal

fluctuations play a relevant role in the mechanical properties27,74,75. The

energy dispersion of the flexural modes induces important out-of-plane

corrugations with large wave lengths in the layers. Moreover, the out-of-

plane modes depend on the in-plane strain field 27,299,300. So the question

that arises is: could the V1 induce a strain field able to modify the out-of-



4.5 Mechanical properties of graphene tailored with monovacancies 135

plane modes and, therefore, the mechanical properties of graphene layers

at finite temperatures?

The strain field induced by monovacancies in graphene.

We have calculated, as a representation of the strain field, the average bond

distance map for different V1 concentrations and external strains. We have

defined the average bond distance as the mean nearest-neighbour distance

of each atom referred to the ideal graphene nearest-neighbour distance for

each of the external strains applied. In Fig. 4.12a, we show the result for the

G(6×6)+V1 system. Blue atoms have larger average bond distances than in

pristine graphene whereas red atoms have shorter average bond distances.

The Jahn-Teller distortion induces the formation of the soft bond and, as a

consequence, the graphene lattice at both sides of the bond is stretched.

On the contrary, in the perpendicular direction of the soft bond the atoms

around the V1 (in red) are compressed in a figure-of-8-like structure.

Upon reduction of V1 concentration (simulated by increasing the unit

cell size), a similar strain field appears. However, while the compressed

8-shaped area remains localized around the V1 and does not significantly

depend on V1 concentration, the stretched area spreads in a larger region

around the V1 as the cell size is increased (see Fig. 4.12a-e for the G(6×
6)+V1, the two G(12× 12)+ 2V1 with V1 in different arrangements, the

G(12×12)+V1 and the G(18×18)+V1 cells). Most importantly, in all cases,

the stretching of the lattice is always predominant over the compression.

Fig. 4.12 shows the histograms for the relative average bond distance

respect to pristine graphene. It can be clearly seen that most of the atoms

are stretched rather than compressed and that most of them are in the range

(−0.5,0.5)% of strain. This total effect is also confirmed by the displacement

of the energy minimum, with respect to the clean graphene case, towards

negative strain values as shown in Fig. 4.11.



136 Graphene monovacancies

Fi
gu

re
4.

12
C

o
m

p
ar

is
o

n
b

et
w

ee
n

th
e

av
er

ag
e

b
o

n
d

d
is

ta
n

ce
m

ap
(t

o
p

p
an

el
s)

an
d

co
rr

u
ga

ti
o

n
(b

o
tt

o
m

p
an

el
s)

fo
r

d
if

fe
re

n
tV

1
co

n
ce

n
tr

at
io

n
s

(G
(6
×6

)+
V

1,
G

(1
2
×1

2)
+2

V
1,

G
(1

2
×1

2)
+V

1
an

d
G

(1
8
×1

8)
+V

1)
an

d
d

if
fe

re
n

tv
ac

an
ci

es
ar

ra
n

ge
m

en
ts

(t
w

o
d

if
fe

re
n

t
o

n
es

fo
r

th
e

G
(1

2
×1

2)
+2

V
1

ca
se

).
In

th
e

av
er

ag
e

b
o

n
d

d
is

ta
n

ce
m

ap
s,

th
e

re
d

co
lo

r
co

rr
es

p
o

n
d

s
to

co
m

p
re

ss
ed

at
o

m
s

(c
lo

se
r

to
th

ei
r

n
ea

re
st

n
ei

gh
b

o
u

rs
th

an
in

p
ri

st
in

e
gr

ap
h

en
e)

an
d

th
e

st
re

tc
h

ed
at

om
s

(f
ar

th
er

th
an

in
th

e
p

er
fe

ct
su

rf
ac

e)
ar

e
d

ep
ic

te
d

in
b

lu
e,

b
ei

n
g

m
os

to
ft

h
e

at
om

s
ar

ou
n

d
a
±0

.5
%

.T
h

e
8

sh
ap

e
of

th
e

co
m

p
re

ss
ed

re
gi

on
is

h
ig

h
lig

h
te

d
in

or
an

ge
fo

r
th

e
lo

w
es

tc
on

ce
n

tr
at

io
n

ca
se

.I
n

th
e

co
rr

u
ga

ti
on

m
ap

s
th

e
lo

ca
ti

on
s

o
ft

h
e

V
1

ar
e

h
ig

h
li

gh
te

d
in

re
d

an
d

th
e

co
rr

u
ga

ti
o

n
va

lu
e

(r
ep

re
se

n
te

d
b

y
th

e
d

if
fe

re
n

ce
b

et
w

ee
n

th
e

b
la

ck
an

d
w

h
it

e
at

o
m

s
in

th
e

co
lo

r
sc

al
e)

fo
r

ea
ch

ca
se

is
p

ro
vi

d
ed

.



4.5 Mechanical properties of graphene tailored with monovacancies 137

We have also studied the effect of the V1 arrangement in the induced

strain fields. In the G(12×12)+2V1 system we have tested two different

arrangements (see Fig. 4.12b,c). The main results explained above related

with the stretched/compressed areas still hold for both distributions. How-

ever, the results point out that the induced strain fields are controlling

the atomic structure of the ground state: after careful optimization of the

structures, the soft bond is formed between the two atoms of each V1 such

that the overlap of both compressed areas and each stretched area with

the compressed area of the other V1 are minimized. Therefore, the V1 are

interacting through their induced strain fields.

In Fig. 4.12f-j we also show the corrugation map for each case. The

creation of the reconstructed vacancy induces a stress in the graphene

layer. This stress is relaxed by inducing both an in-plane strain field and

a small out-of-plane deformation of the layer. This corrugation pattern

does not follow the in-plane strain field but is mostly controlled by the

boundary conditions, i.e. the cell shape. This is clearly seen comparing the

two G(12×12)+2V1 cases (Figs. 4.12b,c,g and h): the corrugation maps

are very similar whereas the strain field is significantly affected by the V1

location and orientation. The induced corrugation converges to ∼13 pm

for unit cells larger than the G(12×12) case.

Furthermore, we have also checked that an applied external strain does

not substantially modify the average bond distance maps in the range

where the 5-9 reconstruction is preserved. In our calculations on the G(12×
12)+2V1 system, the bond stands the extra stretching of the lattice up to

an external strain of 2%. Then, it breaks and the reconstruction changes to

the qs −V1 structure inducing changes in the strain field generated by the

V1. However, even with the broken soft bond, in terms of strain field the

transition is not abrupt but progressive between the two extreme average

bond distance maps (for 0% and 10%) shown in Fig. 4.14. As it can be

seen in Fig. 4.7, the qs −V1 gradually changes towards a s −V1 as smoothly
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Figure 4.13 Histogram showing the distribution of atoms according to the strain
field generated by the presence of the V1 for different V1 concentrations (G(6×6)+
V 1, G(12×12)+2V 1, G(12×12)+V 1 and G(18×18)+V 1) and different vacancies
distributions (two different for the G(12×12)+2V 1 case). We are only showing
the most populated strain range to ease the visualization.
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Figure 4.14 Evolution of the average bond distance map generated by the V1 as an
externally applied isotropic strain is increased. For each frame the corresponding
strain applied is shown.In the average bond distance maps, bonds shorter than
the distance of the strained ideal graphene are coloured in red while the stretched
bonds are painted in blue. In the case of the equilibrium solution the dimer is
regarded as a bonded pair of atoms, that is the reason why is depicted in blue
(stretched). The yellow shadow helps to notice the decreasing of the blue areas
(stretched) and progression of the red ones (compressed).

as the strain field map changes reducing the stretched area to become

mostly compressive (see Fig. 4.14). However, for most cases, in particular

for thermal fluctuations and AFM indentation experiments22,127,299 strains

suffered by a graphene layer in a realistic environment are much smaller

than 2%.

In conclusion, our results show that the V1 are effectively stretching the

layer. Next, we show how this V1-induced strain field modifies the strength

of the out-of-plane modes.
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Monovacancy-induced strain field effect on out-of-plane deformations

The effect of the V1 in the out-of-plane modes can be seen in Fig. 4.15.

The energy curves for small out-of-plane displacements are calculated

for atoms located in the compressed, stretched and neutral areas of the

G(12×12)+2V1 strain field map (the strain field color code is included in

the ball-and-stick scheme of Fig. 4.15). The pristine graphene energy curve

is shown also as a reference (black curve in Fig. 4.15). For an atom in the

neutral area we exactly recover what we had for the ideal system (see orange

line in Fig. 4.15). For atoms in the stretched areas (which take up most of

the sheet surface), we clearly see an increasing of the stiffness while the

compressed areas present a softer behaviour. Therefore, our calculations

point out that the extra strain induced by the presence of the V1 in the

sheet makes the system stiffer for out-of-plane displacements than the

ideal system. As a consequence, this could quench some of the fluctuations

of the graphene layer and tune the mechanical properties related with the

thermal fluctuations as the effective stiffness127 or the negative thermal

expansion coefficient27,301.

4.6 Conclusions

We have analyzed the magnetic and mechanical properties induced by V1

in graphene. We have concluded that the magnetization of the system for

low V1 concentrations tends to a value of 2 µB, contrary to previous works

in extended systems calculated with PBC, and supporting the results of

cluster calculations. This discrepancy can be explained in terms of the huge

cell size and fine k-point meshes required to converge the magnetism of

the system in calculations with extended systems. Moreover, we have seen

that the magnetism of a V1 can be tuned by applying an external in-plane

strain getting an increasing of a 10% on the magnetization upon stretching.

We have found a transition around a strain of 2% between the well-known
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Figure 4.15 Out-of-plane energy curves for atoms in different regions of the V1-
induced strain field. The ball-and-stick scheme shows the location of the atoms
analyzed which are depicted in the same color as its corresponding energy curve.
In the calculations we fix the given atom at a certain δz displacement with respect
to its equilibrium height and optimize the structure within a radius of 573 pm. The
rest of the atoms of the sheet are also fixed during the optimization. As an example,
a circle containing all the atoms that have been relaxed in the calculations around
the atom 3 has been highlighted in green. The location of the V1 is painted in yellow.
The color code (red for compressed bond atoms and blue for stretched bond
atoms) used for the average bond distance maps is preserved to ease visualization
and comparison.
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a−V1 solution and a qs−V1, one on which the soft dimer bond of the a−V1

reconstruction is broken, leading to an almost symmetric configuration

with a different electronic structure.

We have also shown that the V1 affect the mechanical properties

through the strain field induced by the soft bond that stretches the

graphene lattice around the V1. Our results show that this stretching stiff-

ens the out-of-plane modes of the layer. This extra energy cost quenches

these fluctuations, possibly leading to an increase of the effective stiffness

of the graphene and to the reduction of the absolute value of the negative

thermal expansion coefficient in defective graphene samples.



CHAPTER 5

STUDY OF SELF-ASSEMBLED MOLECULAR LAYERS

FORMATION ON WEAKLY INTERACTING SYSTEMS:

AZABENZENE 1,3,5-TRIAZINE ON GRAPHENE-

TERMINATED SUBSTRATES

5.1 Introduction

The ability of some molecules to self assemble on ordered networks is a

remarkable property that allows bottom-up fabrication of functional struc-

tures in a size range of 1–100 nm302,303. Self-assembled molecular layers

(SAMs) represent an versatile and cheap source of surface coatings useful

for several applications, such as wetting and adhesion tuning, biocompati-

bility, molecular recognition for sensor applications, chemical resistance

and sensitization for photon harvesting302–305.

The formation of SAMs on different substrates is controlled by a delicate

balance between the intermolecular and the molecule-substrate interac-

tions. The strength of this last interaction is highly dependent upon the

chemical nature of both molecule and substrate. For very weak molecule-

substrate interaction, the SAM structure is practically the same as the iso-

lated monolayer, while if it is very strong, each molecule will be adsorbed
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on a substrate preferential site regardless of the intermolecular interaction.

There are multiple studies of SAMs on reactive surfaces302–305. On the other

hand, the formation of SAMs of organic molecules on non-reactive surfaces

–the very weakly interacting limit– is still not well understood.

Here we fill this gap and present a comprehensive study of the SAMs

formed by the small molecule 1,3,4-triazine (hereafter referred as triazine,

see Fig. 5.2a)on different graphene-terminated substrates: single layer

graphene (G), graphite and G/Pt(111). Triazine (C3N3H3) is essentially a

benzene ring where three of the carbon atoms (and the corresponding Hs

attached) have been replaced by nitrogen (N) atoms. This makes it an ideal

candidate for this study: it is small, planar, highly symmetric, and, at vari-

ance with benzene, it supports strong intermolecular interactions through

N-H hydrogen bonds that give rise to stable SAMs. The low reactivity and

flatness of G makes it an ideal substrate to understand SAMs formation on

a weakly interacting substrate. Moreover, adsorption of molecules on G has

been proposed as one of the most promising and effective methods to tune

the properties of G sheets105,306,307.

There are numerous previous experimental and theoretical studies

on the adsorption of single molecules –particularly benzene and other

polycyclic aromatic hydrocarbons (PAHs)– on G (see refs.105,306,307 and

references therein). Most of them are focused on the molecule-substrate

binding interaction, with very few works addressing the properties that

control the formation of SAMs. The absorption of triazine on G has already

been studied theoretically 308–311, but none of these works has specifically

tried to unveil the mechanisms of the SAMs formation. Further motivation

comes from recent STM experiments on the formation of triazine SAMs

on highly ordered pyrolytic graphite (HOPG)141, G/Pt(111)142. These ex-

periments revealed the formation of different large Moiré patterns –the

superperiodicity patterns due to the mismatch between the SAM and the

substrate– on the different substrates, opening the way to explore not only
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the competition between intermolecular and molecular-G interactions but

also the subtle changes induced in the graphene by the support. The influ-

ence of the support has been recently confirmed by experiments that show

that the binding energy of a naphthalene molecule on G on Ir changes by

the intercalation of atoms between the G sheet and the metal312.

The adsorption of PAHs, in particular triazine, on G is controlled by

the π-π interplay, one of the most intriguing noncovalent interactions 105,

on which attraction is driven by van der Waals (vdW) dispersion forces

while repulsion is controlled by the electronic overlap between theπ wave

functions of the molecules and G. Thermal desorption spectroscopy shows

that the adsorption energy of PAHs on HOPG has a contribution of∼52±5

meV per C atom and ∼31 meV per H atom (i.e. adsorption energy for

benzene is ∼500 meV/molecule313.The theoretical determination of these

small binding energies, resulting from the balance between vdW forces

and subtle short-range electron-electron interactions, is a challenge. Re-

cent calculations show that the most accurate approaches for vdW inter-

actions are needed in order to achieve an accuracy better than 2 meV

per C atom147,172,314,315 when comparing adsorption energies for PAHs on

graphite to experiments.

In this work, we have characterized by state-of-the-art DFT approaches

the formation of triazine SAMs on G, graphite and G/Pt(111). We have used

the most recent developments to include the relevant interactions: gradient

corrected (GGA) and hybrid exchange-correlation (XC) functionals to de-

scribe the short range chemical forces, and a battery of different methodolo-

gies –from semiempirical to the many-body dispersion (MBD) framework–

to account for the long-range electronic correlations that are responsible

for vdW interactions. In the case of triazine on graphite and G/Pt(111),

on top of these methodological issues and the tight convergence param-

eters needed to determine energy differences of the order of a few meV,

we have to cope with the large unit cells needed to represent the observed
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Moiré patterns. To tackle this problem, we have developed a methodology

to extract, from two different sets of manageable calculations, the neces-

sary information to characterize separately the molecule-substrate and

intermolecular interactions.

The rest of the chapter is organized as follows. Firstly, we summarize

(section 5.2) the relevant experimental information on the triazine SAMs

on graphite and G/Pt(111). Then, we describe our methodological ap-

proach to characterize the two interactions separately (section 5.3) and the

computational methods chosen to perform the calculations (section 5.4).

Section 5.5 presents a thorough study of the simplest case: a free standing

G sheet as substrate. Next, we deal with the realistic substrates character-

ized in the experiments: graphite and G/Pt(111) (section 5.6). Based on

these results, in section 5.7, we will (i) compare our theoretical predictions

with the experimental evidence, (ii) characterize the role played by the

different interactions on the SAM formation, and (iii) address the accuracy

of the theoretical approaches that we have used. Section 5.8 presents our

conclusions.

5.2 Experimental evidence on the adsorption of

triazine on graphite and G/Pt(111).

Triazine on different G-based substrates systems have been characterized

experimentally with variable temperature scanning tunneling microscopy

at ultra-high-vacuum (UHV) conditions and low temperatures141,142,316 by

our experimental collaborators of the group of José María Gómez Rodríguez

at the Universidad Autónoma de Madrid. The molecules were deposited

on different substrates: highly ordered pyrolytic graphite (HOPG)141,

G/Pt(111)142 and G/Rh(111)316. They observed the formation of SAMs

on these materials. These studies account for both the diffusion energies

and the intermolecular distances of the adsorbed monolayer. They have
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Figure 5.1 Experimental STM images141,142 for the triazine on the HOPG (a) and
on the G/Pt(111) (b) substrate. Both the full system Moiré (black dashed line) and
the intermolecular (light green solid line) cells are depicted.

also characterized the growth mechanisms of the SAMs depending on the

substrate.

The expected triangular molecular lattice due to the three-fold sym-

metry of the triazine can be observed in the experiments but, more im-

portantly, different Moiré patterns can be clearly identified on HOPG and

G/Pt(111)141,142 (see Fig. 5.1). Both Moirés have large lattice parameters

(∼4.0 nm and ∼4.4 nm for graphite and G/Pt(111) respectively) and form

large domains that extend several tens of nm. For G/Rh(111), they observe

at least 3 different rotational domains of the triazine with respect to the

G/Rh(111) but they are unable to identify their periodicity due to the high

corrugation of the G/Rh(111). The intermolecular distance is different for

each substrate, 2.39 Å, 2.49 Å and 2.54 Å for HOPG, G/Pt(111) and G/Rh(111)

respectively, even though, in all cases, the uppermost layer of the substrate

is G. Another significant difference among the substrates is the molecular

diffusion energy: 55±8 meV for the HOPG case, 68±9 meV for G/Pt(111),

and 80±9 meV for the G/Rh(111) system. These differences are presumably
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responsible for alternative growth mechanisms that result on the obser-

vation of triazine islands with different morphologies during growth: in

HOPG, the boundary of the islands shows a very irregular, fractal-like shape

while, for G/Pt(111), the islands present a much more regular, round shape.

This smooth boundary suggests a smaller intermolecular interaction than

in the HOPG case, that is also consistent with the larger lattice parameter

observed in G/Pt(111).

5.3 Methodological approach

A direct calculation of the large Moirés found on the experiments for

the triazine SAMs on graphite and G/Pt(111) is out of the capabilities

of current DFT methods. This section describes our methodological ap-

proach to characterize the two interactions separately: (1) an study of the

molecule-substrate interaction (section 5.3.1), and (2) a characterization

of the molecule–molecule interaction (section 5.3.2). We have applied the

general procedure outlined below to characterize the intermolecular in-

teraction and binding to the case of a single G sheet acting as substrate.

This study identifies the atomistic mechanisms controlling the triazine

SAM formation. Based on these results, we extend our study to the cases

of graphite and G/Pt(111) in order to understand the role played by the G

support.

5.3.1 Adsorption of a single molecule: molecule-substrate

interaction characterized through the binding en-

ergy

For this study, a single molecule of triazine is adsorbed on a G(3×3) cell

(see Fig. 5.2b). This cell corresponds to the smallest Moiré pattern observed

on G/Pt(111). It allows an intermolecular distance larger than the equilib-
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rium distance in isolated layers of triazine molecules, but not enough to

completely eliminate the intermolecular interaction. In order to remove

this contribution and retain just the molecule-substrate interaction, we

will focus on the binding energy, Ebi nd , defined as

Ebi nd = Emol+sub − (Emol +Esub), (5.1)

where Emol+sub is the energy of the full system in the G(3× 3) cell and

Emol and Esub are the energies of the molecular layer and the substrate

calculated separately on the G(3× 3) cell using the geometry obtained

during the relaxation of the whole system. SubtractingEmol , that includes

the residual intermolecular interaction, Ebi nd just provides information

about the molecule-substrate interaction.

We have also calculated the standard adsorption energy, Ead s , that takes

into account both the binding energy and the intermolecular interaction.

The latter obviously depends on the relative orientation between molecules.

It is given by

Ead s = Emol+sub − (E 0
mol +E 0

sub), (5.2)

where the new energy references, E 0
mol and E 0

sub , are the energies for a

molecule in the gas phase and the isolated substrate respectively, both

relaxed to their equilibrium configuration. The single molecule energy,

E 0
mol , is computed in a much larger cell (30×30×30 Å3) to minimize any

intermolecular interaction.

We have characterized the potential energy surface (PES) profile by cal-

culating these energies and adsorption distances for several high symmetry

adsorption sites of the molecule on the G layer. Apart from the analysis

on the plane parallel to the surface (the x y-plane), we have also studied

the energy variation upon changes in the adsorption distance. Starting

from the geometry of the ground state of the system we have modified

homogeneously the adsorption distance of the molecule letting the atoms
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Figure 5.2 a) Scheme of the triazine molecule and its LUMO and HOMO orbital
geometries. b) Ball-and-stick models for the G(3×3) and G(6×6) cells of G used
for the study of the molecule-substrate and molecule-molecule interactions re-
spectively. The G C atoms are colored in pink while for the triazine molecule the
same color code in a) has been used. The unit cell is highlighted in red.

relax but freezing the z coordinate of all atoms in the molecule. This pro-

cedure allows us to unveil the PES as a function of the molecule-substrate

separation as well as to disclose the different contributions (short range,

vdW or intramolecular energy changes) in both the binding energy and the

energy barriers.

5.3.2 SAM characterization: intermolecular interaction

The study of the intermolecular interaction in an isolated layer of triazine

molecules can be easily performed by a simulation with a small unit cell

including just one molecule. However, the large sizes of the Moiré patterns

found in the experiments are out of the possibilities of the current imple-

mentations of the DFT codes. Our characterization of the intermolecular

interaction among triazine molecules adsorbed on different G-terminated

substrates is based on simulations of islands formed by three triazine
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molecules, the smallest combination needed to preserve the triangular

symmetry of the SAM lattice. Our calculations have been carried out with

a G(6× 6) cell (see Fig. 5.2b). With this cell size, there is still a residual

interaction between neighbouring islands, but it is very small compared

to the interaction among molecules inside the island. The validity of this

approach is confirmed by the comparison of the energetics and structure

of a triazine monolayer with our three-molecule island: the H-bond dis-

tances are identical (2.35 Å) for both cases, and the interaction energy per

H-bond are very similar (127 meV and 131 meV respectively), with just an

expected small change due to the different coordination number (see inset

of Fig. 5.7b).

Our goal is to determine the intermolecular energy as a function of the

H-bond distance between the molecules in the island. Our starting point is

a full relaxation of the island on top of each of the different substrates to

determine the equilibrium structure. Then, we use this optimized geometry

to prepare a set of configurations where we displace the molecules from

their equilibrium positions in the x y plane while preserving the symmetry

of the island and its orientation with respect to the substrate. Each of these

configurations is subsequently relaxed, keeping fixed the x y position of C

and a N atom from each molecule (to enforce the constraint on the H-bond

distance) and allowing the rest of the atoms in the molecule and substrate

to move freely.

For each configuration, we determine the intermolecular interaction

among the molecules on the island, Ei nter mol , using the equation:

Ei nter mol = Ei nter ac −Ebi nd , (5.3)

where we subtract the molecule-substrate interaction, Ebi nd , from the total

interaction energy, Ei nter ac . The total interaction energy is calculated by

subtracting from the total energy of the system, Ei sl and+sub , the energy of

the isolated substrate, Esub , and the energy of the isolated molecules, Emoli :
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Ei nter ac = Ei sl and+sub −
(

3∑
i=1

Emoli +Esub

)
, (5.4)

where the reference energies Esub and Emoli are calculated using the ge-

ometries corresponding to the equilibrium configuration of the whole

system.

As the chemical environment of each molecule in the island is differ-

ent, we have to perform three independent simulations to determine the

binding energy of each molecule. Each of these simulations includes only

one of the molecules of the island interacting with the substrate. Its contri-

bution to the binding energy is obtained from the total energy Emoli+sub

by subtracting the total energies of the substrate, Esub , and the isolated

molecule Emoli

Ebi nd =
3∑

i=1

(
Emoli+sub −Esub −Emoli

)
. (5.5)

Combining the two equations, we can calculate the intermolecular

energy for one particular configuration from

Ei nter mol = Ei sl and+sub −
3∑

i=1
Emoli+sub +2 ·Esub . (5.6)

5.4 Computational methods

We have characterized these systems with first principle calculations based

in DFT as implemented in the VASP154 and Crystal317,318 codes. We have

used very fine convergence criteria to reach an accuracy of 1 meV per

molecule. In our VASP calculations, we have used the 5.3 version with

projector augmented wave (PAW) pseudopotentials319 and a plane-wave

cutoff of 600 eV. The energy convergence is better than 10−7 eV/atom and

residual forces smaller than 0.007 eV/Å. We have used a 6×6×1 Γ-centered
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Monkhorst-Pack grid for the calculations in the G(3×3) cell and an equiva-

lent grid (3×3×1) for the bigger G(6×6) cell.

We have also employed Crystal14, an all-electron linear combination

of atomic orbital code 317,318. We have used consistent gaussian basis sets

of triple-zeta valence with polarization. Integration was carried out over

reciprocal space using a shrinking factor of 24 to form a Monkhorst-Pack

mesh of k-points. This grid converges the integrated charge density to an

accuracy of about 10−6 electrons per unit cell. The Coulomb and exchange

series are summed directly and truncated using overlap criteria with thresh-

olds of [7,7,7,7,14]. The self-consistent field algorithm was set to converge

at the point at which the change in energy was less than 10−7 Hartree.

We performed the calculations in three different substrates and for the

different cells. For the smaller G(3×3) cells the G sheet is composed by

18 C atoms, the graphite substrate is a 4-layer slab of G sheets with the AB

stacking corresponding to this material and finally the G/Pt(111) consists

on a G layer with a slab of Pt(111) underneath formed by 4 layers with 7

atoms each. Building theG(6×6) cells is trivial from these smallerG(3×3)

ones. For the structural relaxations, only the two lower layers of the slab

were fixed to their bulk-like positions (except for the simplest case of the

single sheet of G on which all the atoms of the substrate were free to move).

In order to find the best description of the electron-electron interaction,

we have used various implementations to incorporate the contribution of

dispersive (vdW) interactions and test different exchange-correlation (XC)

functionals to describe the chemical interaction ∗.

Chemical interaction description. For most of our calculations, we have

used the PBE functional supplemented by different vdW approaches. Some

calculations have been done with XC functionals like optB86b (see below)

that include a different exchange contribution and a kernel to account for

∗See more details on these methods in chapter 2.
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vdW interactions. We have also explored the possible role of an improved

description of the short range contributions using hybrid functionals, in

particular HSE06164. These last calculations were performed using Crys-

tal14 as the convergence with hybrid functionals is more optimized in this

code. For these simulations, we carried out only static calculations us-

ing the geometry from the PBE+vdW result but optimizing the adsorption

distance.

Van der Waals approaches. There are two ways to include this interaction

in the calculations: either as a correction to the final energy or through

a kernel in the electronic exchange-correlation functional that includes

these effects in the self-consistency process.

From the first group of vdW implementations we have used the simplest

Grimme approach (PBE-D2) 143 and also an advanced implementation by

the same authors (PBE-D3)144. For the PBE-D2 calculations, we have used

the default values given in143 for all the chemical species except for the

Pt, which is not tabulated. For this metal, we have used the parameters

C6(Pt)= 20 J·nm6/mol and R0(Pt)= 1.9Å which successfully reproduce the

G-Pt distance267. In the case of the PBE-D3 implementation, the vdW C6

parameter takes into account the local environment of the atom through

its coordination number –which means that it may change during the

simulation– and is determined by the program. We have also performed

calculations with the TS+SCS146 –similar to D2, apart from the fact that in

this approach the parameters are charge-density dependent, accounting in

this way for screening effects–, and the many-body dispersive (MBD) ap-

proach147,148 –which contains both the many-body energy and the screen-

ing which are missing in simple pairwise approaches–, which are the more

sophisticated methods to date. From the second group –the so-called DFT-

DF fucntionals– we have used the Klimes optB86b functional145 which is

able to partially account for screening effects and has proven to work very

well for G systems320.
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A0 [Å] dnn [Å] < dGP t > [Å] < dGG > [Å]

Bulk Pt Graphene G/Pt(111) Graphite

Exp 3.913 321 2.46 322 3.30 323 3.35 102

PBE-D2 3.953 2.458 3.345 3.227

PBE-D3 3.927 2.470 3.296 3.489

PBE-TS+SCS 3.951 2.466 3.325 3.453

PBE-MBD 3.968 2.466 3.427 3.462

optB86b 3.958 2.468 3.361 3.310

Table 5.1 Values of characteristic parameters to describe the substrates that we
have simulated for different functionals and vdW flavours. The first two columns
correspond to the values for Pt and G lattice parameters and the third an fourth
are the G-metal distance and graphite interlayer distance respectively.

Table 5.1 shows the variation on the characteristic distances of our

systems depending on the vdW approach used. The mismatch between

the C and Pt lattices in the G(3×3) Moiré of G/Pt(111) is small (0.6%) (see

Table 5.1) and we decided to fix the size of the supercell to match the relaxed

G lattice calculated with each functional-vdW scheme.

5.5 SAMs formation in graphene

We start the study of the SAMs formation with the simplest case –the sub-

strate being a single sheet of G–. We first show our characterization of the

relevant adsorption sites, the PES profile and the diffusion energy of the

molecules. After that, we analyze the intermolecular energy per H-bond

and the bond distances of the triazine molecules adsorbed on the G layer.
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5.5.1 Molecule-substrate interaction

Triazine adsorption sites

We have characterized the preferential adsorption sites on a G(3×3) cell, in

order to make contact with the literature. We have checked that the results

for PBE-D2 in the G(3×3) cell are consistent to what is found in a bigger

G(6×6) cell and, in order to minimize the computational cost, we stuck

to the G(3×3) cell to perform the molecule adsorption characterization.

Fig. 5.3 displays the high symmetry adsorption sites considered in our study

and the final orientation of the molecule with respect to the G honeycomb

lattice. The molecular symmetry directions are aligned with those of the un-

derlying G substrate for the three top and one of the bridge configurations,

while they are rotated by 30o in the Cross(R) and Bridge(R) geometries in

order to maximize the intermolecular interaction with molecules in neigh-

bouring cells. Regarding the depicted Bridge structure, it was found to

be unstable and to converge to a Cross(R) geometry after ionic relaxation.

Adsorption energies and adsorption distances for the PBE+D2 approach

are shown in Table 5.2. The Cross(R), followed by the Bridge(R), are the

most stable configurations due precisely to the intermolecular interaction,

in good agreement with previous calculations310. The results for PBE-D2

calculated with Crystal are also shown in Table 5.2 for comparison with

the results obtained with VASP. The calculations performed with Crystal

are static calculations using the geometries optimized with VASP. The en-

ergy differences are very similar but the absolute values differ probably

due to the different basis sets. However, we have checked that the vdW

contributions are the same at meV precision.

In order to obtain the relevant molecule-substrate interaction for the

energetic analysis of the SAMs, we need to remove that intermolecular inter-

action, that it is still important in the G(3×3) cell. We follow the procedure

outlined in section 5.3 to obtain for each adsorption site the corresponding
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Figure 5.3 Ball-and-stick models for the high symmetry adsorption sites studied.
All top, C top, Bridge and N top adsorption sites share the same molecule-G
orientation, while Cross(R) and Bridge(R) (labeled with a grey border) are rotated
30◦ respected the other sites.

binding energy. Table 5.2 shows that, in terms of the binding energy, the

most favorable adsorption configuration is the C top, followed by the N top.

The C top binding energy, ∼400 meV/molecule, and adsorption distance

(3.15 Å) is similar to the cohesive energy measured for a benzene molecule

on HOPG, ∼500 meV/molecule313, which points out that adsorption in

both cases is ruled by the same mechanism: the π-π interaction.

We have studied the adsorption and binding energies of the C top and

N top configurations using different XC functionals and vdW implemen-

tations. Results are shown in Table 5.2. They all predict the C top to have

the largest molecule substrate interaction, but significant differences in

absolute binding energies and adsorption distances are found among the

different approaches. Starting with semi-empirical methods, while PBE-D2

and PBE-D3 yield similar binding energies, 404 meV vs 391 meV, adsorp-

tion distances differ by 20 pm. The DFT-DF approach using the optB86b

functional significantly increases the binding energy to 562 meV but gives

an adsorption distance d = 3.19 Å close to PBE-D2. Similar energies to
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Figure 5.4 Ead s vs dad s results for PBE-D2 (calculated with VASP, in solid lines) and
HSE06-D2 (calculated with Crystal, in dashed lines). The different contributions
are plotted with different symbols: vdW with triangles, short range with circles
and the total energy –whose minima are circled in black– with squares. The results
for the C top geometry are depicted in green colours and the N top ones appear in
purple. Lighter/darker colours correspond to PBE-D2/HSE06-D2 results.

the optB86b case, 574 meV, are obtained for the PBE-TS+SCS scheme but

at significantly lager distances, 3.43 Å. The PBE-MBD scheme, including

many-body effects and the proper screening, reduces both the binding

energy and distance –360 meV and 3.30 Å respectively–, bringing them to

very similar values to those provided by the DFT-D2/3 approaches.

The use of the hybrid functional HSE06 in combination with the D2

vdW approach remarkably reduces the binding energy, 289 meV, but keep-

ing similar –slightly larger– distances, 3.28 Å. The difference in absolute

energy values found in the HSE06-D2 results with respect to the rest of the

approaches can be explained by comparison with the PBE-D2 results (see

Fig. 5.4). The different vdW scaling factors which correspond to each of the

two functionals (0.6 for HSE06 and 0.75 for PBE) cause the discrepancy in

the absolute values of the energies.



5.5 SAMs formation in graphene 159

Functional Site Ebi ndi ng Ead s dad s

[meV] [meV] [Å]

PBE-D2

C topCrystal -380 (0) -352 (0) 3.15

N topCrystal -347 (33) -319 (33) 3.20

C top -404 (0) -388 (0) 3.15

N top -377 (27) -361 (27) 3.20

All top -344 (60) -327 (61) 3.28

Bridge(R) -367 (37) -494 (-106) 3.21

Cross(R) -339 (65) -464 (-76) 3.29

PBE-D3
C top -391 (0) -384 (0) 3.33

N top -376 (15) -369 (15) 3.37

PBE-TS+SCS
C top -574 (0) -559 (0) 3.43

N top -551 (22) -536 (23) 3.49

PBE-MBD
C top -360 (0) -345 (0) 3.30

N top -342 (17) -327 (17) 3.35

HSE06-D2
C top -289 (0) -267 (0) 3.28

N top -262 (27) -241 (26) 3.39

optB86b
C top -562 (0) -563 (0) 3.19

N top -537 (26) -538 (25) 3.25

Table 5.2 Characteristic binding energies, adsorption energies and mean adsorp-
tion distances calculated for different adsorption sites of triazine on G using
different exchange correlation functionals including PBE160, HSE06164 and dif-
ferent vdW flavours (DFT-D2143, DFT-D3144, DFT-DF(optB86b)145, TS+SCS146,
and MBD147,148) (see section 5.4). The full set of adsorption sites studied (see Fig.
5.3) has only been calculated with PBE-D2. The values of the adsorption energies
agree with previous works310. For the other functionals only the C top –energy
minimum– and N top sites are presented. The energy differences respect to C top
for each site are shown in brackets next to the absolute energies.
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Energy barrier calculation

The calculation of the diffusion energy barrier for triazine on G requires to

characterize the PES and to determine the minimum energy path (MEP).

The results of this study are shown in Fig. 5.5, where a triangular path that

goes through the high symmetry adsorption positions framed in black in

Fig. 5.3 is explored. These results suggest that the C top–N top path yields

the lower energy barrier. We have confirmed this point by performing

calculations with the PBE-D2 approach using the nudged elastic band

(NEB) method324,325, and, thus, restrict our study to determine the energy

barrier with the other vdW approaches to the path between these two

configurations. For PBE-D2, we obtain a barrier of 27 meV, around 50%

smaller than those determined experimentally for triazine on HOPG or

G/Pt(111), 55±8 meV and 68±9 meV respectively. Surprisingly, and contrary

to the differences found for the binding energy and adsorption distance,

all of the vdW approaches yield similar results for the diffusion barrier (see

Table 5.2), ranging from the slightly reduced value found with PBE-D3 (15

meV) to the 26 meV obtained with DFT-DF-optB86b. Neither the inclusion

of self-consistent screening effects with the TS+SCS method146 (which

produce a diffusion energy of 22 meV), nor the incorporation of many-

body effects in the dispersion interaction with the PBE-MBD approach (17

meV) produce relevant changes in the barrier. Even the hybrid functional

HSE06-D2, which significantly reduces the binding energies, results on a

very similar diffusion barrier of 28 meV.

In summary, diffusion energy barriers are always underestimated by the

calculations regardless of the method used, similarly to what was found in

benzene on G. For this case, some DFT approaches predict a barrier of less

than 10 meV315, which is small compared to the experimental measure-

ments (17±12 meV)326, although compatible given the large experimental

uncertainty.
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Figure 5.5 Energy landscape calculated for triazine molecules on G with PBE-D2
for in-plane (top image) and out-of-plane (bottom plot) displacements of the
molecule. In the top image the PES is shown for an All top–C top–N top–All top
trajectory. Both the adsorption energy (blue) and distance (green) are shown for
each point of the path. The graph on the bottom shows the energy behaviour with
the variation of the adsorption distance for the two geometries that define the
diffusion energy of the molecule (C top in blue and N top in green). In the total
energy curves (solid color), the minima, whose difference is the energy barrier,
are circled in black. The short range and vdW contributions are also plotted. The
points shown in this graph correspond to actual calculations and the lines are
spline interpolations calculated from those points.
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In order to understand the interactions that are controlling the

molecule-substrate interaction, we have determined the adsorption energy

and the short range and vdW contributions as a function of the adsorption

distance for the triazine on the C top and N top sites using the PBE-D2

functional (Fig. 5.5b). The molecule adsorbs at a distance of 3.15 Å (3.20

Å) with respect to the G on the C top (N top) configuration. We can see

the typical behaviour of theπ-π interacting systems: the driving attractive

force is the vdW –which is very similar in the two cases–, while the short

range contribution is responsible for the PES corrugation and determines

the difference in equilibrium adsorption distance (∼0.05 Å) between the

two sites. Notice that the minimum of both curves is located in the re-

pulsive region of the short range interaction due to the effect of the vdW

contribution that pushes the molecule closer to the surface. We will come

back to this energy curves in the discussion presented in section 5.7.

5.5.2 Intermolecular interaction

In order to analyze the role of the intermolecular interaction in the SAM

formation, we first optimize the structure of the system including both

the 3-molecule island and the G substrate on a G(6×6) unit cell (Fig. 5.2).

The resultant equilibrium geometry is depicted in Fig. 5.6. The molecules

are not exactly on the most stable adsorption configuration for a single

adsorbed triazine, the C top site, as the interaction with other molecules

induces a small displacement on each molecule from the C top configura-

tion.

We have characterized the strength of the intermolecular interaction

following the procedure described in the section 5.3.2. Figure 5.7 shows

the different energy contributions as a function of the separation (defined

as the length of the N-H hydrogen bond) between the three molecules of

the island. In fig. 5.7a, we plot the total interaction energy (Ei nter acti on),

the binding energy (Ebi ndi ng ) –the sum of the interaction energies of each
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Figure 5.6 Detail of the adsorption geometry of the 3-molecule island on top of a
G(6×6) cell. It can be seen that each molecule is close to, but slightly displaced
from, a C top adsorption position.

molecule with the substrate, as defined by equation 5.5–, and the inter-

molecular energy calculated as Ei nter mol ecul ar = Ei nter acti on − Ebi ndi ng .

Figure 5.7b compares the intermolecular energy per H-bond of the isolated

island with the energy of the island adsorbed on G. Although both interac-

tions are very similar, the substrate has the effect of slightly weakening the

intermolecular interaction, reducing the H-bond energy from ∼-131 meV

to ∼-119 meV, and increasing the H-bond distance from 2.35 Å to 2.36 Å.

5.6 Realistic graphene growth environments:

graphite and G/Pt(111)

In this section, we will explore how changes on the G properties induced by

the supporting substrate may affect the formation of triazine SAMs. Before

that, let us recall the main experimental results. SAMs grown on HOPG

and G/Pt(111) have different equilibrium intermolecular distances, 3.39

Å for HOPG versus 3.49 Å for G/Pt(111), and diffusion energy barriers –55

(68) meV for HOPG (G/Pt(111))–. It is well-known that the properties of a G
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Figure 5.7 Intermolecular interaction. a) Decomposition of the interaction energy
per H-bond for the G vs the H-bond distance. All the energies are referred to
its minimum value in the represented range to make it easier to visualize. b)
Comparison of the intermolecular energy per H-bond between the G (red) and the
isolated island (grey). The minimum of the case with substrate (2.36 Å) is slightly
displaced with respect to the isolated island (2.35 Å) and there is a energy shift of
∼ 11 meV between both cases being the H-bond softer in the G case. In the inset
we compare the isolated monolayer (black) and the isolated island (grey). The
behaviour is very similar except for a shift of ∼ 4 meV in the energy per H-bond
being stronger for the case of the island.



5.6 Realistic graphene growth environments: graphite and G/Pt(111) 165

Figure 5.8 Integrated charge density difference along the z axis for the G/Pt(111)
substrate on which the dipole induced between the two materials can be seen.
The vertical dashed lines represent the position of the platinum and G layers. The
change of sign of the dipole that appears between the platinum and the G sheet is
highlighted with a change in the background color from blue to red.

layer are modified by the substrate underneath. In the case of the graphite,

the Bernal stacking makes the two C atoms in the unit cell inequivalent

and a gap is opened in the electronic states of one of the sublattices. Thus,

this loss of symmetry converts the massless fermion dispersion of G into

massive fermions. This effect can be already seen in bilayer G, and is

certainly present in our 4-layer slab42.

For G/Pt(111), although a weakly G-metal interacting system, there are

two important changes induced by the substrate on G84. First, the differ-

ence between the G and metal work functions and the their interaction

induce a dipole in the interface with its positive pole at the G layer84 (see

Fig. 5.8). Second, the metal dopes G with holes, inducing a shift of the

Dirac point of ∼0.6 eV above the Fermi level. In terms of geometry, there is

another fundamental difference with respect to the free standing G and the

graphite. The relative orientation between the G layer and the metal surface
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Figure 5.9 Ball-and-stick scheme of the G/Pt(111) Moiré cell simulated. It cor-
responds to the G(3× 3) Moiré pattern, the one seen in our reference experi-
ments141,142, which is the more common in G/Pt(111) according to previous liter-
ature 101). In the top sight an extra color range varying from red (for the lower) to
white (for the highest) represent the relative height of the corrugated G sheet. The
molecule depicted corresponds to the lower energy –among all the G-equivalent
positions in the G(3×3) Moiré– C top adsorption geometry. In the side view (bot-
tom right corner) the slab structure and the relative distances between the metal,
the G and the triazine are shown.

induces Moiré patterns. The G(3×3) Moiré ((
p

7×p
7)R19◦ for Pt) is the

most common in G/Pt(111)101. C atoms inside the Moiré unit cell have dif-

ferent coordination with surface metal atoms. This induces differences on

its relative heights as well as in their local electronic properties. The height

corrugation is subtle for weakly interacting systems (height differences

below ∼3 pm for G/Pt(111), see Fig. 5.9), but it can be clearly observed with

STM267. Thus, the Moiré pattern breaks the symmetry among the different

equivalent sites (e.g. the C top sites) and makes the adsorption dependent

on its position within the Moiré unit cell.

Before addressing local changes induced by the different chemical en-

vironment of the G atoms, we consider whether global processes, in par-

ticular charge transfer between the molecule and the substrate, could be
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Figure 5.10 Integrated charge density difference along the z axis for the three
systems that we have studied. The vertical dashed lines represent the position
of the G sheet (left) and the triazine monolayer (right). The change of sign of the
dipole that appears between the substrate and the molecule is highlighted with a
change in the background color from blue to red.

responsible for differences among the substrates. As the work functions of

graphite and G/Pt(111) differ, this charge transfer could be different and

make stronger/weaker both the intermolecular H-bonds and the coupling

with the substrate. We have calculated the charge transfer for triazine on G,

graphite and G/Pt(111) (see the x y-integrated charge density difference,

ρtr i azi ne+substr ate −ρtr i azi ne −ρsubstr ate , in Fig. 5.10). We did not find any

relevant global charge transfer. However, we did observe a small charge

redistribution with the formation of a small dipole in the area between the

molecules and the G sheet that is slightly different for each substrate. This

small dipole is consistent with the small decrease of the calculated work

function (183 meV and 159 meV for graphite and G/Pt(111) respectively).

Nevertheless, we will show below that these variations do not modify either

the molecule-substrate coupling or the strength of the H-bonds.
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Graphene Graphite G/Pt(111)

meV Å meV Å meV Å

C top -404 (0) 3.15 -445 (0) 3.13 -466 (0) 3.11

N top -377 (27) 3.20 -417 (27) 3.20 -440 (25) 3.17

All top -344 (60) 3.28 -382 (63) 3.28 -402 (64) 3.28

Bridge(R) -367 (37) 3.21 -407 (38) 3.20 -428 (38) 3.20

Cross(R) -339 (65) 3.29 -377 (68) 3.28 -398 (67) 3.26

Table 5.3 Molecule-substrate binding energy and mean adsorption distance for the
different high symmetry adsorption sites studied for the three different substrates
we are characterizing calculated with PBE-D2.

5.6.1 Molecule-substrate interaction

Triazine adsorption sites

We follow the same procedure used for the case of the free–standing G. We

first determine the molecule-substrate binding configuration and energy

for a single triazine molecule on the different adsorption sites using a

G(3×3) unit cell. Table 5.3 presents the results for different sites on graphite

and G/Pt(111) calculated with the PBE-D2 functional. Comparing with the

free-standing G case, there are no significant differences induced by the

presence of the substrate, apart from a small rigid shift of the binding

energies, -40 (-60) meV for graphite (G/Pt(111)), and small variations (less

than 5 pm) in the adsorption distances. In the case of G/Pt(111), those

results correspond to sites on the most favorable adsorption area (the

lower area of the Moiré, see Fig. 5.9). However, we have analyzed all of

the equivalent sites within the Moiré unit cell (e.g. all the C top sites) and

confirmed that the variations induced by the Moiré are extremely small

(less than ∼2 meV in the binding energy and ∼0.02 Å in the adsorption

distance). Results with other vdW approaches are very similar.
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Energy barrier calculation

Contrary to the experimental evidence, we have not found with the PBE-D2

functional any difference in the diffusion energy barriers by changing the

substrate. This lack of substrate dependence could be related with the

very basic description of the vdW interaction provided by the D2 approach,

where vdW interaction parameters for the C atoms are identical for the

three systems considered G, graphite and G/Pt(111). We have calculated

the diffusion barrier with other vdW approaches that take into account

the different chemical environment, tuning the vdW interaction through

either the bonding coordination with neighboring atoms (PBE-D3)144, the

inclusion of screening effects (PBE-TS+SCS)146, or through a calculation

of many-body effects on the dispersion interaction (PBE-MBD)148. We

have also considered the DFT-DF-optB86b145 XC functional that explicitly

depends on the charge density of the system. However, none of these

approaches leads to significant differences among the different substrates

(see Table 5.4). Changes in the diffusion barrier are also very small (less

than for ∼4 meV) when considering C-top and N-top sites on different

areas of the G/Pt(111) 3×3 Moiré unit cell, in line with the conclusions

of the previous section. Thus, simulation provides diffusion barriers that

are approximately 50% smaller than the ones found in the experiment and

essentially independent of the support of the G layer.

5.6.2 Intermolecular interaction

Finally, we analyze the effect of the substrate on the intermolecular inter-

action. We have followed the same procedure applied for the adsorption

on G. Fig. 5.11 presents the energy per H-bond as a function of the bond

length for G, graphite, G/Pt(111) and the isolated three-molecule island.

Experiments show a change on the intermolecular distance of ∼ 10 pm

between the triazine molecules adsorbed on graphite and on G/Pt(111).
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Graphene Graphite G/Pt(111)

meV meV meV

EXP 141,142 55±8 68±9

PBE-D2 27 27 25

PBE-D3 15 17 17

PBE-TS+SCS 22 19 21

PBE-MBD 17 17 18

HSE06-D2 27

optB86b 25 25 26

Table 5.4 Energy barriers calculated for the three different substrates we are char-
acterizing compared to the experimental values.

Figure 5.11 Intermolecular energy per H-bond vs the H-bond distance for simula-
tions with the isolated 3-molecule island of triazines (grey), the island on top of
G (red), the island on top of graphite (orange) and the island on top of G/Pt(111)
(blue). Note that the energy axis for the three substrates (left) is different from the
energy axis of the isolated island (right) but both axis represent the same energy
increment. The minimum for the case of the isolated island is at a H-bond distance
of ∼2.35 Å while for the three substrates it slightly increases up to ∼2.36 Å.
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Calculations yield distance variations between substrates one order of mag-

nitude smaller (<1 pm) and almost identical bond energies (differences

less than 1 meV). Therefore, although the presence of G does induce some

small changes in the intermolecular interaction, the substrate underneath

seems not to play any role.

5.7 Discussion

All this exhaustive theoretical study of the adsorption of the triazine

molecule over different G-based substrates, having the experimental evi-

dence as a reference, allows us to unveil some of the basic properties driven

the SAM formation on G layers. However, we are still unable to address the

influence on the SAM formation –found in the experiments– of the mate-

rial on which the G has been grown. Despite this, we have learnt relevant

notions on the SAMs formation and we have also been able to point out

the possible origins of the discrepancies with the experiments.

5.7.1 Which is the interaction that controls the SAMs for-

mation?

For all the systems considered, G, graphite and G/Pt(111), the clearly pre-

ferred configuration for the adsorption of a single triazine molecule is the

C top site. The orientation of the triazine molecule with respect to G (the

relative angle between the directions that are equivalent under the three-

fold symmetry of the molecule and the honeycomb lattice) defined by the

C top configuration is consistent with the molecular orientation observed

experimentally on the triazine SAMs formed both on HOPG and G/Pt(111).

This suggests that the molecule-substrate interaction, although weak, plays

a key role in fixing the SAM orientation with respect to the G.
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Figure 5.12 Ball-and-stick scheme of the G(
p

7×p
7) cell obtained from DFT (PBE-

D2) simulations. The intermolecular distance is shown and the triazine network is
commensurated to the G lattice.

One would be tempted to conclude that the molecule-substrate inter-

action controls the SAM formation. If this was the case, we should observe

Moiré patterns like the G(
p

7×p
7) shown in Fig. 5.12. This configuration

accommodates all the triazine molecules close to C top sites in order to

maximize the substrate-molecule interaction, although they are slightly

rotated from the perfect C top configuration to favor the correct alignment

of the H-bonds. Although retaining the proper orientation, this favorable

substrate-binding configuration imposes intermolecular N-H distances

of ∼2.7 Å that are large compared to the intermolecular distance in the

isolated triazine monolayer (2.35 Å). This results in a high cost in inter-

molecular binding: using the results of Fig. 5.11, the intermolecular energy

in the G(
p

7×p
7) Moiré is reduced by 3 H-bonds/molecule × ∼23 meV/H-

bond = 69 meV/molecule.

The analysis above points out to a dominant role for the intermolecular

interaction. In fact, our calculations show that the strength of molecule-

substrate and intermolecular interactions are similar. For G, for example,
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the binding energy in the C top position (-404 meV with PBE-D2) is of the

order of the H-bond contribution per molecule (6/2 H-bonds/molecule

× -119 meV/H-bond = -357 meV/molecule). The SAM formation is ruled

by the subtle balance between changes in the binding energy and the in-

termolecular interaction that are controlled by (i) the corrugation of the

binding PES, and (ii) the distance dependence of the intermolecular inter-

action and result in large Moirés. The latter is the key factor according to

our analysis of the equilibrium configuration of the three-molecule island

on all of the substrates: we found lateral displacements with respect to the

C top site in order to keep the intermolecular distances very close to those

of the isolated triazine monolayer. This is also consistent with the exper-

imental results. In the large Moiré patterns observed in the experiments,

the intermolecular distances are close to its optimum value –with an inter-

molecular energy loss of less than 3 meV per molecule (see Fig. 5.11)–, while

the molecules are not placed on optimal C top adsorption configurations

but distributed along the binding PES that has a corrugation around 60

meV (Fig. 5.5). Assuming a uniform distribution, this would result on an

average binding energy loss of ∼30 meV/molecule, that is compensated by

the more favorable interatomic interaction. This subtle balance explains

the preferential stability of large Moiré patterns. We predict a variation

of the adsorption distances of ∼15 pm inside these large Moirés (Fig. 5.5)

and that molecules on non-highly-symmetric sites should be slightly tilted.

Future STM experiments should be able to detect these features.

5.7.2 Does the G support play a role?: Insights from the ex-

periments

Having understood the role of the molecule-substrate and intermolecu-

lar interactions, we address the possible reasons behind the discrepancy

found between our calculations and the experimental evidence about the

influence of the substrate on the SAM formation. The different Moiré pat-
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terns found in the experiments for HOPG and G/Pt(111) can be explained

phenomenologically in terms of the mismatch between the different lattice

periodicities involved101. We have analyzed the experimental STM images

in order to determine the Moiré periodicity, the commensurability and the

relative orientation of the molecular and substrate lattices. For graphite,

the images can be reproduced with a 2
p

67× 2
p

67−R12.2o periodicity

(lattice parameter 40.27 Å), where the molecular layer is rotated 19.8o with

respect to the graphite lattice. The same analysis for the G/Pt(111) case,

gives a periodicity of 2
p

79×2
p

79−R43o (lattice parameter 43.73 Å), and a

relative angle of 21.1o . In graphite, the lattice mismatch between the molec-

ular layer and the G lattice is very small (-0.02%). When Pt is introduced, a

new lattice periodicity has to be taken into account. If the Moiré pattern

for G-triazine were preserved, there would be a mismatch of more than

2% between the metal and the G-triazine system. Thus, it is favorable for

the system to choose a different Moiré pattern with a unit cell that slightly

increases the mismatch of the triazine monolayer with the G (0.05%) but

reduces considerably the mismatch with the Pt underneath (0.2%).

5.7.3 Why we do not observe any support influence in the

calculations?

The analysis above clearly shows the effect of the Pt support through ei-

ther the interaction of the molecules with the Pt atoms either directly or

through the modulation created in the G by the Pt surface. Our calculations

should capture this effect: the SAM should be trading the loss of some

intermolecular bonding energy to accommodate the adsorption positions

to the Pt lattice or to the G(3× 3)/Pt(111) Moiré. However, a simple es-

timate of the energy difference between the Moiré patterns observed on

graphite and G/Pt(111) does not support the preferential stability of the

latter for the G/Pt(111) case: the larger intermolecular distances would

result on a reduction of the intermolecular energy of ∼2 meV/H-bond×3
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H-bond/molecule∼6 meV/molecule (Fig. 5.11), that is not compensated

by the ∼2 meV/molecule gain associated with adsorption energy differ-

ences among equivalent adsorption sites located on different areas of the

G(3×3)/Pt(111) Moiré. This result is consistent with the theoretical under-

estimation of the diffusion barriers and is not essentially modified by the

use of other XC functionals and vdW implementations.

The evolution of the diffusion barriers with the adsorption distance

(Fig. 5.13) suggests that we can increase significantly those barriers if we

push the triazine molecule towards the G layer: a rigid reduction of the

adsorption distance for all the sites by ∼0.2 (∼0.3) Å for graphite (G/Pt(111))

would bring those barriers to agreement with the experimental values.

Thus, our calculations point out to an underestimation of the molecule-

substrate interaction, larger in the presence of Pt, as a possible explanation

for the discrepancies with experiment in the value of the diffusion bar-

riers and the influence of the G support. This underestimation should

come from a not attractive enough vdW contribution, and/or a too much

repulsive short-range chemical interaction.

We can explore the implications of this idea introducing a new pa-

rameter in our calculation to control the strength of the attractive vdW

interactions, that are essentially independent of the site. We have deter-

mined the values of that parameter needed to recover the diffusion barriers

found in the experiment. A factor of 2 (3) for graphite (G/Pt(111)) pro-

duces diffusion barriers in excellent agreement with the experiment (see

Fig. 5.14). Moreover, at the new predicted equilibrium adsorption distances

(different for each site), the binding PES for the G/Pt(111) case has the

larger corrugation (difference in binding energy among equivalent sites on

different areas of the G(3×3) Moiré) needed (∼10 meV/molecule, see the

inset on Fig. 5.13) to compensate the intermolecular energy loss (∼6 meV,

see above), required to accommodate the triazine SAM to the Pt lattice and

stabilize the 2
p

79×2
p

79−R43o Moiré observed on the G/Pt(111) case.
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Figure 5.13 The difference of energies between the C top and N top adsorption
positions is plotted for different adsorption distances. The results for the three
substrates (G in red, graphite in orange and G/Pt(111) in blue) are shown. The
interval of adsorption distances that was got in the calculations is highlighted in
grey. The regions colored with light orange and light blue are those on which the
adsorption distances should reproduce the experimental barrier for the graphite
and G/Pt(111) respectively. The inset shows the increasing in energy difference
when the adsorption distance decreases between the most repulsive and most
attractive Moiré sites for the same geometry (C top in black and N top y grey) in
the G/Pt(111) substrate.
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Figure 5.14 Diffusion energy estimation with respect to the C top equilibrium
adsorption, tuned by a parameter that changes the weight of the vdW contribution
to the total energy. The barrier for the original DFT calculation is indicated with
a grey dashed line. The orange and blue dashed lines show the points where
the experimental values for the case of graphite and G/Pt(111), respectively, are
recovered. These new barriers are acquired with a multiplicative vdW factor of ∼2
for the case of the graphite and a factor of ∼3 for the G/Pt(111) one.

Thus, the assumption of an underestimation in our theoretical description

of the molecule-substrate interaction seems to be responsible of the dis-

crepancies between theory and experiment. The ad-hoc correction that

we have introduced, increasing the strength of the attractive interaction

provides the correct diffusion barriers, reproduces the changes in the inter-

molecular distances among substrates and explains why the Moiré patterns

observed on HOPG and G/Pt(111) are different.

5.8 Conclusions

We have studied the formation of triazine SAMs on G, graphite and

G/Pt(111) substrates with the more advanced DFT techniques. In the

three cases, we have characterized both the molecule-substrate and the
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intermolecular interactions. Our results show that the SAM formation

in these weakly interacting systems is ruled by a subtle balance between

both interactions, which are of the same order. Thus, the theory shows

that the molecular orientation found in the experiments, the same that

characterizes the minimum energy adsorption site for a single molecule, is

driven by the molecule-substrate interaction. However, the intermolecular

contribution leads to large Moiré patterns instead of the smaller period-

icities favored by the molecule-substrate interaction. The intermolecular

interaction is only slightly affected by the presence of the G layer: there

is a change of ∼11 meV in the H-bond energy but no differences on the

equilibrium intermolecular distances.

The experiments show that the SAMs of triazine form Moiré patterns

which try to minimize the mismatch not only with the G layer but also with

the substrate underneath. Our calculations do not capture this effect and

the differences between substrates on the diffusion energy barriers. We

argue that these discrepancies with the experiment are related with a theo-

retical underestimation of the molecule-substrate binding. If we increase

by a simple multiplicative factor the attractive vdW interaction, pushing

the molecules toward the substrate, we recover the correct experimental

diffusion energies and explain the subtle energy balance that determines

the most stable Moiré pattern in each of the substrates.

Our study shows that molecule-G systems are a paradigmatic example

to test the accuracy of new XC functionals and vdW implementations to

describe the short- and long-range electron-electron correlations needed to

describe weakly interacting systems. The actual state-of-the-art DFT-based

methods are not accurate enough to reproduce experimental results on

these systems. Binding energies, diffusion barriers, and the subtle balance

between intermolecular and molecule-substrate interactions are excellent

benchmarks to guide the development of the next generation of DFT tools.
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After the excitement of the first graphene characterization experiments,

the scientific community realized that it is not the Holy Grail of materials.

It has, indeed, extraordinary properties, but also some drawbacks which

prevent it to be directly used in a wide range of devices. The interaction of

graphene with other materials or lattice defects modify its properties which

is regarded as an opportunity to tune them. In this thesis we have explored,

using first principles simulations based in density functional theory (DFT)

methods, some of this proposed graphene modifications. For that purpose

we have had to push the available simulation methods to their limits in

terms of precision, system sizes and supercell designs.

We have first presented in chapter 3 a combined STM and DFT study

of the interaction between graphene edges and Pt(111) steps in which we

disclose the atomic structure of the G–Pt boundary. The unsaturated C

atoms strongly interact with the Pt step, preserving a zigzag structure quite

close to the ideal configuration. However, Pt edge atoms experience a

reconstruction of 3× periodicity that stabilizes the structure. The tendency

to form passivated zigzag graphene terminations plays a relevant role in

the formation and orientation of the stable Moiré patterns. Our combined

approach reveals the interesting electronic properties of this nanoscopic

system including, as stated by the simulations, the preservation of the G–

edge state shifted to energies at ∼0.8 eV above Fermi level, highly localized

in one of the graphene sublattices and confined to the G–Pt interface.
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This state spreads out inside the first Pt row resulting in a high quality G–

metal electric contact that could be relevant for designing future atomically

precise graphene metal leads.

Later on in this thesis (see chapter 4), we have analyzed the magnetic

and mechanical properties induced by monovacancies (V1) in graphene.

We have concluded that the magnetization of the system for low V1 con-

centrations tends to a value of 2 µB, contrary to previous works in extended

systems calculated with periodic boundary conditions, and supporting the

results of cluster calculations. This discrepancy can be explained in terms

of the huge cell size and fine k-point meshes required to converge the mag-

netism of the system in calculations with extended systems. Moreover, we

have seen that the magnetism of a V1 can be tuned by applying an external

in-plane strain getting an increasing of a 10% on the magnetization upon

stretching. We have found a transition around a strain of 2% between the

well-known asymmetric solution (a −V1) and a quasi-symmetric (qs −V1)

structure, on which the soft dimer bond of the a −V1 reconstruction is

broken, leading to an almost symmetric configuration with a different

electronic structure.

We have also shown that the V1 affect the mechanical properties

through the strain field induced by the soft bond that stretches the

graphene lattice around the V1. Our results show that this stretching stiffens

the out-of-plane modes of the layer which are easily excited with tempera-

ture. This extra energy cost quenches the thermal fluctuations due to the

excitation of these out-of-plane modes, leading to an increase of the effec-

tive stiffness of the graphene and to the reduction of the absolute value of

the negative thermal expansion coefficient in defective graphene samples

and, in general, to the modification of all the mechanical properties which

are related with these fluctuations.

In the last chapter (see chapter 5) we have studied the SAMs formation

of triazine on graphene, graphite and G/Pt(111) substrates with the more
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advanced vdW implementations. In the three cases, we have characterized

both the molecule-substrate and the intermolecular interactions. Our

results show that the SAM formation in these weakly interacting systems

is ruled by a subtle balance between both interactions which are of the

same order. The molecule-substrate interaction seems to be fixing the

monolayer orientation –the same found in the experiments– with respect

to the graphene while the intermolecular contribution leads to a big Moiré

pattern instead of letting the system fall into smaller cells preferred by the

molecule-substrate interaction.

The experiments show that the SAMs of triazine form Moiré patterns

which try to minimize the mismatch with not only the graphene layer but

also with the underneath substrate. However, our calculations cannot see

this effect nor the differences between substrates on the diffusion energies.

The reason why we cannot see any difference between substrates could

be related with a lack of interaction. If we push the molecules toward the

substrate we would (i) get the correct experimental diffusion energies and

(ii) explain the subtle energy balance that determine the most stable Moiré

pattern in the substrates.

In summary, these studies represent a contribution in the search of

understanding the basic properties of graphene taking into account the

interaction with its surroundings which will enable us to tune its properties.

We have not only characterized electronic and mechanical modifications

of its properties performed via the interaction with other materials or the

deformation of its ideal 2D lattice. We have also tested the state-of-the-

art simulation methods, whose capacity of describing intricated systems

grows everyday. We think that the analysis of our results, along with that of

many others, serve as a benchmark to find the right path to continue their

development.





CONCLUSIONES

Trás la emoción de su descubrimiento, la comunidad científica se dio

cuenta de que el grafeno no era el Santo Grial de los materiales. Es cierto

que tiene propiedades extraordinarias, pero también algunos inconve-

nientes que impiden que pueda ser directamente aplicado en una amplia

variedad de dispositivos. Para ser capaces de aprovechar al máximo las so-

bresalientes propiedades del grafeno todavía necesitamos esquivar esos ob-

stáculos, principalmente mediante la interacción con otros materiales pero

también rompiendo su red bidimensional ideal. En esta tesis hemos explo-

rado, usando simulaciones de primeros principios basadas en la teoría del

funcional de la densidad (DFT), algunos de estos caminos propuestos de

modificación de las propiedades del grafeno. Con este propósito hemos lle-

vado al límite los métodos de simulación disponibles en cuanto a precisión,

tamaño de los sistemas estudiados y diseño de las superceldas adecuadas

para cada problema.

Hemos presentado primero, en el capítulo 3, un estudio en el que hemos

combinado experimentos con microscopía de efecto túnel y cálculos DFT

para caracterizar las heteroestructuras de los bordes de grafeno crecido

sobre Pt(111) en el que revelamos la estructura atómica de la frontera entre

el grafeno y el platino. Los átomos de carbono insaturados interaccionan

fuertemente con el escalón de platino, manteniendo una estructura en

zigzag muy cercana a la de la configuración ideal. Sin embargo, por otra

parte, los átomos del borde de platino sufren una reconstrucción de period-
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icidad 3 que estabiliza la estructura. Esta tendencia a formar terminaciones

de grafeno en zigzag pasivadas juega un importante papel en la formación

y orientación de los patrones de Moiré estables. Nuestro procedimiento

combinado de teoría y experimento revela las interesantes propiedades de

este sistema nanoscópico incluyendo, según se deduce de las simulaciones,

la conservación del estado de borde del grafeno, desplazado en energía

unos ∼0.8 eV sobre el nivel de Fermi, altamente localizado en una de las

subredes del grafeno y que está confinado en la interfase entre el grafeno

y el platino. Este estado se extiende hasta la primera fila de átomos de

platino lo que da como resultado un contacto eléctrico entre el grafeno y

el metal de una alta calidad que podría ser relevante a la hora de diseñar

futuros electrodos grafeno-metal con precisión atómica.

A continuación hemos analizado las propiedades magnéticas y mecáni-

cas inducidas por la presencia de monovacantes (V1) en grafeno (ver capí-

tulo 4). Concluimos que la magnetización del sistema para una baja con-

centración de V1 tiende a un valor de 2 µB, que es contrario a lo predicho

en anteriores trabajos sobre este tema en sistemas extendidos con condi-

ciones periódicas de contorno pero refuerza los resultados obtenidos por

medio de cálculos en clusters. Esta discrepancia se explica por el hecho

de que en nuestros cálculos en sistemas extendidos hemos necesitado

tamaños enormes de celda y mallas muy finas de puntos k para converger

el magnetismo del sistema. Además hemos visto que el magnetismo in-

ducido por las V1 puede ser modificado aplicando una tensión externa

paralela al plano obteniendo un aumento de hasta un 10% al estirar la

lámina. Se encuentra una transición alrededor de un 2% de estiramiento

entre la conocida reconstrucción asimétrica (a −V1) y una quasi-simétrica

(qs −V1), en la que el enlace débil del dímero característico de la solución

a −V1 se rompe, dando lugar a una configuración casi simétrica con una

estuctura electrónica diferente.
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También mostramos que las V1 afectan a las propiedades mecánicas a

través del campo de tensiones inducido por la formación del enlace débil

que estira la red del grafeno alrededor de las V1. De nuestros resultados

se deduce que este estiramiento endurece los modos de vibración que

tienen lugar fuera del plano de la lámina que se excitan fácilmente con la

temperatura. Este coste energético extra atenua estas fluctuaciones, y son

presumiblemente las responsables del incremento de la rigidez efectiva del

grafeno y de la redución del valor absoluto –es negativo– del coeficiente de

expansión térmica en muestras de grafeno con defectos y, en general, de

la modificación de las propiedades mecánicas que están relacionadas con

estas fluctuaciones.

En el último capítulo (ver capítulo 5) hemos estudiado la formación

de monocapas de moléculas autoensambladas (SAMs) de triacina sobre

sustratos de grafeno, grafito y G/Pt(111) haciendo uso de las técnicas más

avanzadas basadas en DFT. En los tres casos hemos caracterizado tanto la

interacción molécula-sustrato como la intermolecular. Nuestros resultados

muestran que la formación de SAMs en esta clase de sistemas de interac-

ción débil está gobernada por un sutil balance entre ambas interacciones

que resultan ser del mismo orden. La interacción molécula-sustrato es

responsable de fijar la orientación de la monocapa con respecto al grafeno

–la misma que se encuentra en los experimentos– mientras que la contribu-

ción intermolecular conduce a un patrón de Moiré mucho más grande de

lo que hubiera dictado la interacción molécula-sustrato.

Los experimentos muestran que las SAMs de triacina forman los pa-

trones de Moiré de manera que se minimice la diferencia de tamaño con

respecto no sólo a la red del grafeno sino también a la del sustrato que se

encuentra debajo de este. Nuestros cálculos no son capaces de ver este

efecto como tampoco reproducen las diferencias que dependiendo del

sustrato aparecen en la energía de difusión. La razón por la cual teórica-

mente no se ven estas diferencias puede estar relacionada con una falta de
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interacción. Si empujáramos las moléculas hacia el sustrato podríamos (i)

recuperar las energías de difusión experimentales correctas y (ii) explicar

el sutil balance energético que determina el Moiré más estable para cada

sustrato.

En resumen, este conjunto de estudios son una contribución en la

búsqueda de los métodos que nos permitirán controlar y modificar las

propiedades del grafeno. No sólo hemos caracterizado cómo cambian sus

propiedades tanto electrónicas como mecánicas a través de la interacción

con otros materiales o la deformación de su red bidimensional ideal; tam-

bién hemos puesto a prueba los últimos avances en métodos de simulación

cuya capacidad de describir sistemas complejos crece día a día. Creemos

que análisis de este tipo servirán como evaluación y referencia a los de-

sarrolladores de estos métodos para avanzar en el camino correcto hacia

programas cada vez más certeros al simular fenómenos reales.
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7. H. Mönig, M. Todorović, M. Z. Baykara, T. C. Schwendemann, L. Ro-

drigo, E. I. Altman, R. Pérez, and U. D. Schwarz. Understanding

Scanning Tunneling Microscopy Contrast Mechanisms on Metal Ox-

ides: A Case Study. ACS Nano, 2013, 7 (11), pp 10233–10244. DOI:

10.1021/nn4045358.
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